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Abstract—In the awakening of cutting-edge technology, com-
panies such as Apple, Waymo, and Tesla are racing to launch
the industry’s first fully autonomous car. Besides the technical
challenges such as safety and infrastructure, privacy and data
protection have attracted the autonomous vehicle industry and
researchers’ attention. In particular, it is hard for autonomous
vehicle manufacturers to impose substantive privacy and security
protections when different vendors and suppliers are involved
in vehicle production. Although we know how much data
autonomous vehicles will generate per day, there is a lack of
knowledge of how the collected data will be used (e.g., real-time
broadcasting and offline analytic). The privacy risks associated
with data collection raise individual concerns in autonomous
vehicle systems. For instance, when location information is
combined with personal information, a person’s details such as
wealth status, profession, sexual association, and religion can be
deduced. The misuse of present and historical travel patterns also
puts someone susceptible to physical harm or stalking. Driven
by mutual benefits or regulations, specific data must be shared
in real-time or published for analysis or research purposes.
This paper discusses the emerging privacy and trust issues that
are essential to motivate the acceptance of autonomous vehicles
operating on public roads.

Index Terms—autonomous vehicles, self-driving car, privacy
concerns, trust issues

I. INTRODUCTION

Autonomous vehicles (AVs) such as self-driving cars con-
tain smart devices that connect and exchange data with
services, software, and networks inside the vehicle, other
vehicles, and road infrastructure via the Internet. It is an
emerging technology that has drawn significant attention from
automotive and tech companies due to its potential to offer
a wide range of benefits, including reduced driver stress,
improved productivity, enhanced traffic safety, and increased
mobility [1]. In addition, the technology further improves
environmental impacts where it helps traffic planning reduce
road congestion and hence, reduce fuel consumption and CO2

emissions [2]. As a result, the autonomous vehicle market was
projected to be US$219.21 billion in 2025 [3].

As the development and testing of self-driving car technol-
ogy have progressed, AVs are becoming massive data hubs
that collect a wide variety of data from multiple resources
(e.g., vehicle, sensors, and smart devices). Data such as speed,
energy consumption, engine performance, location, driving
habits, and objects detected in its surroundings will be pro-
cessed, stored, and shared with different parties for various
purposes, including driver profiling, traffic planning, and safety

improvement. The automotive companies face significant chal-
lenges in balancing the extensive collected data and the safety
on the roads [4]. Although sharing and publishing these data
have enormous benefits, several privacy concerns arise as there
is a lack of knowledge of how these data will be protected.

The privacy risks associated with data collection in AVs
raise individual concerns. For instance, location information
availability provides a precise and comprehensive record of
a person’s movements. Such location-tracking information
can reflect someone’s wealth of details, profession, sexual
association, and religion. Also, misuse of present and historical
travel patterns can put someone susceptible to physical harm
or stalking. Driven by mutual benefits or regulations, some
data must be published for analysis or research purposes. For
example, in Usage-Based Insurance (UBI), insurance compa-
nies require data related to miles driven, driving behaviors,
and location to determine the premium rates for different
users [5]. Similarly, Tesla releases its vehicle safety data to
provide critical safety information to the public. Therefore, it is
inevitable to release a microdata dataset, which allows valuable
analysis (data utility) to be performed while guaranteeing that
sensitive information is appropriately protected (data privacy).
To resolve the tension between data privacy and utility needs,
the scientific community has been devoting significant efforts
to investigating privacy-enhancing technologies for this pur-
pose.

Issues of privacy and trust remain understudied in the design
and implementation of autonomous vehicles. These issues are
becoming more crucial when today’s vehicles are subjected
to cyber-attacks that target vehicular communications [6]. As
reported in [7], security researchers managed to control a
Chrysler Jeep Cherokee by exploiting vulnerabilities within
the vehicle’s entertainment and navigation system. The car
was forced to stop in the middle of traffic. In another incident
[8], the members of the Keen Security Lab (a division of the
Chinese firm Tencent) reported that attackers could access to
Controller Area Network (CAN) bus of the BMW cars. The
recent attacks raise safety concerns and affect the public trust
and confidence in the AV system. As reported in a survey
result [9], only around 15% of the respondents trust or would
trust an autonomous car. However, the majority has a certain
level of initial trust and tends to try out and utilize a semi-
autonomous vehicle.

In this paper, we focus on discussion related to the emerging
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privacy and trust issues essential to motivate the acceptance
of AVs operating on public roads. Furthermore, we identify
types of sensitive data and privacy threats in AVs.

A. Paper Organization

The remainder of this paper is structured as follows: In
Section II, we discuss the development of the self-driving car,
its architecture design, and an overview of the autonomous
vehicle systems. Section III discusses the emerging privacy
and trust issues for autonomous vehicle systems, and possi-
ble technological solutions are presented in Section IV. The
conclusion and future directions are in Section V

II. BACKGROUND

A. Typical Architecture of Self-Driving Cars

For navigation and making decision purposes, autonomous
cars are equipped with various sensors: Camera, LiDAR
(Lighting and ranging), radar (long-range and short-range),
and other supporting devices (hardware and software). The
architecture of the autonomy system of self-driving cars is
typically organized into two main parts: the perception system
and the decision-making system [10].

The perception system is responsible for estimating the
car’s state and creating an internal (to the self-driving system)
representation of the environment by using data captured
by onboard sensors such as Light Detection and Ranging
(LIDAR), Radio Detection, and Ranging (RADAR), camera,
Global Positioning System (GPS), and Inertial Measurement
Unit (IMU). The perception system requires precise informa-
tion of sensors to return accurate estimation [11].

The decision-making system is responsible for navigating
the car from its initial position to the final goal defined by the
users, considering the current car’s state and the internal rep-
resentation of the environment, traffic rules, and passengers’
safety comfort. The system is commonly partitioned into many
subsystems responsible for route and path planning, behavior
selection, motion planning, obstacle avoidance, and control.
However, this partitioning is somewhat blurred, and there are
several different variations in the literature [11].

B. Autonomous Vehicle Systems

In general, autonomous vehicle systems consist of the
following main components:

• Users, a party who drives the vehicle (driver) or inside
the vehicle (passenger).

• Vehicle, a connected car capable of communicating with
smart devices, other vehicles, and road infrastructure via
various communication channels.

• Smart things, wearable devices by the users, embedded
devices, sensors, cameras, LIDAR, etc. installed on the
vehicle.

• Communication channels, telecommunication net-
works such as vehicle-to-everything (V2X), vehicle-to-
infrastructure (V2I), vehicle-to-grid (V2G), and vehicle-
to-vehicle (V2V) used to support the data exchange,
sharing, and storing.

• Cloud and edge, computing resources for offline analyt-
ics, data storage, and real-time processing.

• Infrastructure, road infrastructures such as traffic lights,
land markings, road signs, etc.

The interaction of autonomous vehicle systems’ components
is shown in Fig. 1.

Fig. 1. Interaction of components in autonomous vehicle systems.

C. Communication Technology

Vehicle-to-everything (V2X) technology refers to the com-
munication of all intelligent transportation systems on the
road, including vehicles, pedestrians, communication channels,
infrastructure, and telecommunication networks [12]. The con-
nectivity of V2X produces more accurate information about
the traffic situation across the entire network, and hence,
improves the traffic flows and reduces accidents [13].

In V2X, the communication can be intra-connection (e.g.,
sensors in the vehicle) or inter-connection (e.g., vehicles to ve-
hicles). The intra-connection network comprises a collection of
sensors that are located in the vehicle. The interactions among
sensors are bridged via Ethernet, ZigBee, or WiFi connections.
Inter-connection network covers the communication between
the vehicle and surrounding objects or devices. It comprises
four entities: on-board unit, roadside users, roadside unit, and
cloud server. An on-board unit is equipped in each vehicle
to process the collected data and interact with surrounding
entities. Besides, roadside users and units are human on
the road (e.g., pedestrians, motorcyclists, bikers), and the
transportation infrastructure unit on the roadside, respectively.
All entities on the road, traffic are controlled by a cloud or
central server. [12].

III. EMERGING PRIVACY AND TRUST ISSUES

When considering privacy protection in AVs, an important
question is what data will disclose an individual’s privacy.
Regarding this concern, we categorize AV data into two
categories: primary and secondary data. Primary data such
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as credit card details, location tracking, bio-metric, and fi-
nancial records can directly disclose an individual’s identity.
Secondary data is not unique identifiers but can re-identify
individuals when combined or linked with other information.
Some secondary data are driving habits, environment informa-
tion, and the gender of the driver or passenger.

This section will discuss AVs’ emerging privacy and trust
issues, focusing on privacy threats such as identity disclosure,
location disclosure, user profile disclosure, and linkage attacks
(e.g., linking data traffic with identity).

A. In-Vehicle

In AVs, the sensors situated in different vehicle parts will
continuously collect data from their surroundings. These data
are essential for the AVs to identity navigation routes, avoid
obstacles or recognize traffic light signals. The data generated
significantly affects how and who can access and exploit the
data [14]. For example, when the users (driver and passengers)
are inside the vehicle, the dash cameras’ visual data shows
their identity via their facial attributes. By observing the
images and videos at a specific time, the adversary can learn
the driver and passengers’ behavior and other sensitive infor-
mation related to the users. Also, the dash camera may capture
the screen of smart devices, e.g., a smartphone, smartwatch, or
a computer used inside the vehicle. This will lead to the reveal
of messages, notifications, or entertainment content displayed
on the screen. Consequently, the adversary can learn users’
plans (companies’ strategies), lifestyle preferences, and other
sensitive information.

As shown in [15], it is possible to predict the gender,
range of age of drivers and passengers through visual images
with high accuracy. Similarly, abnormal medical symptoms or
any user habits might also be revealed in the same manner.
Such information can be sensitive when combined with other
information retrieved from different data sources (e.g., nation,
religion, individual interests, and identity information) to re-
veal the vehicle and driver’s identity. As reported in [16], re-
searchers can identify patients by linking anonymous medicare
data with data from other sources. In addition to visual data,
voice data also can be used for identifying a person. Hackers
can use voices from the phone calls or conversations inside the
vehicle to learn the driver or passengers’ identity. Furthermore,
by analyzing in-vehicle conversations, the hacker can discover
users’ interests at a specific time (e.g., buying a house, eating
outside). Such information is valuable for marketing purposes.

Another source of information leakage inside self-driving
vehicles comes from embedded software and applications
installed in the vehicle and smart devices, respectively. For
instance, the user’s biometric data, i.e., fingerprint or voice,
is used in the AV system for authentication purposes. In
addition, a mobile application such as Google Map requires
the sharing of GPS data for real-time navigation. GPS data,
which provides real-time position and time information of
a vehicle, can be leaked through transmission lines [17]. In
detail, it includes start and stops destination, route information,
speed, and duration. Learning this information allows hackers

to precisely predict information related to address, workplace,
family, job, and preference. Furthermore, movement history
can reveal private trips, such as trips to psychiatrists, plastic
surgeons, abortion clinics, or AIDS treatment centers [18].
Besides, current and future movements are known and pre-
dictable, resulting in location and time privacy threats. In the
future, GPS data will be even more prone to be leaked out
since they appear in many smart devices.

Typically, it might be challenging to trust that observing
sensors in autonomous vehicles work all the time correctly. As
a result, when it comes to safety, autonomous vehicles are not
the best choice. In reality, staying inside an autonomous vehi-
cle can be even riskier. This is due to low privacy protection in
systematic software equipped in an autonomous vehicle, which
controls the whole vehicle. By hacking this software, hackers
can implicitly access any vehicles and control their movements
without consent. In particular, hackers might attack the vehi-
cle’s controller system, thereby interfering with the vehicle’s
speed, route, and brake system. Software vulnerabilities may
be the main factor that decreases the trust of the public in
using AVs.

B. Vehicle-to-Vehicle

In vehicle-to-vehicle (V2V) networks, AVs broadcast speed,
position, movement intentions, hazards, and traffic congestion
on the roads to nearby vehicles. Such information is essential
to enhance the driver’s safety, avoid collisions, and recalculate
the routes [19]. However, data sharing among vehicles poses
serious privacy concerns because the vehicles on the roads are
anonymous, and no clear information on how the shared data
will be manipulated by another vehicle.

Since AV sensors can detect their surroundings, they can
capture the vehicle’s images from the opposite direction or
near it. These images may consist of the driver and passengers’
visual data, together with the car’s information (model, color,
and speed). Furthermore, the adversary can perform a linkage
attack on a target with high accuracy if the vehicle is often
detected in the exact location or specific period. The misuse of
such information by unauthorized parties can cause the user
profile and identity disclosure. In addition, users might lose
trust in AVs due to the lack of knowledge of how sensor data
will be shared and used by other vehicles.

C. Vehicle-to-Infrastructure

In vehicle-to-infrastructure (V2I) communication, vehicle
On-Board Units (OBU) will communicate with static infras-
tructure and stationary objects on the road that possesses
intelligent features such as parking management systems,
traffic control systems, CCTVs, toll plazas, smart buildings,
and billboards. With the rising trend in IoT development,
these systems will be equipped with advanced functionalities,
allowing more data exchange among devices and exposing
more privacy threats to vehicle users. An example of commu-
nication between vehicles and infrastructure is the reservation
for parking. Some systems, such as Bosch Automated Valet
Parking, can collect data from an AV to process parking slots
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[20]. All reservation requests are processed over the cloud such
that no two AVs will occupy the same space.

Regarding personal information, it is used for various pur-
poses for autonomous vehicles’ operations, such as authenti-
cation and authorization, ensuring comfort and safety. If this
data is leaked, it can re-identify the vehicle owner and other
passengers who use the car before. This causes a trust issue
for the user: whether the user can be sure that the vehicle
will only send sufficient information and not the sensitive one
outside, and the communication channel is secured enough not
to be attacked by the adversaries.

The adversaries’ attacks can also be a source of privacy
threats. According to [21], below are some of the attacks
related to V2I communication that can cause users’ privacy
breaches:

• impersonation attack, which enables attackers to pose
as RSUs or OBUs to collect other users’ data;

• eavesdropping attack, which allows attackers to gain
access to confidential information;

• RSU replication attack, which moves an RSU or repli-
cates it at another location to perform erroneous services.

In V2I communication, when the network usage among ve-
hicles and infrastructure is recorded for an adequate amount of
time, the adversary can find the data patterns for more analysis.
In [22], the authors stated that an adversary can still extract
information by simply observing and analyzing network traffic
patterns despite data encryption. Then, combining the data
with prior knowledge, an adversary can perform a linkage
attack to derive a vehicle’s location and the type of information
during the data exchange.

Apart from the threats during communication, since in-
formation exchanged among parties can be retained in their
storage, users’ privacy can be compromised by possible third-
party data breaches beyond their control. An example is the
government traffic control system, which can record a vehicle’s
details on the road. Using such information, attackers can trace
and analyze the route history and link details of a driver to a
particular vehicle.

D. Summary of Privacy and Trust Issues

Several privacy threats related to user profile, location, and
identity can occur at different communication types in AV
systems. Eventually, these privacy threats will lead to trust
issues that can degrade the public confidence and acceptance to
use a self-driving car. Whether they can trust their vehicles to
send the correct information to the proper recipients and ensure
the communication is not interfered with by unwanted third
parties will cast doubt on the general public to use autonomous
vehicles.

Besides the privacy concerns mentioned above, the potential
threats and risks in autonomous vehicle systems also cause
trust issues.

• Hackers steal personal identifiable information (PII)
through sensors: personal trip, location data (destinations,
start point, and endpoint), time, entertainment prefer-
ences, financial information.

• Digital keys, wireless keys, and supporting mobile apps
can be hacked.

• Mobile applications of the AVs are easy to be hacked,
and hackers can get unauthorized access to control the
steering wheel and brake system

• There is a lack of security built into many software
and hardware components in the first generations of
connected cars.

• Failure to use the latest security and updates. As new
threats and attacks are discovered, the only effective
solution is to ensure that the platforms can be easily and
securely updated once deployed into the field.

IV. TECHNOLOGICAL SOLUTIONS

Smart devices in autonomous vehicle systems typically
communicate over non-standard protocols that are very diffi-
cult to manage or integrate. In many cases, the system assumes
that trusted resources exist to perform communication, queries,
and computation for applications deployed and controlled in
the vehicles or infrastructure. Therefore, there is a need to
limit sharing of data generated by vehicles and smart devices.
In addition, a secure protocol is essential when sharing data
with other devices or infrastructures. Although there are laws
and regulations for data protection, such as General Data
Protection Regulation (GDPR) in the EU and Data Protection
Act (DPA) in the UK, it is difficult for AV manufacturers to
comply. This is because the vehicle may consist of components
from different suppliers, and some companies may not be
compliant with the privacy protection regulations. For instance,
data types stored and transferred by separate systems within
the vehicle can cause confusion and privacy concerns.

A. Edge Computing

In autonomous vehicle systems, most of the data generated
by the sensors are processed in the vehicle, and various in-
vehicle software requires the transfer of data to the cloud.
However, due to privacy concerns, data pushed to the cloud
could be limited, i.e., only transfer non-sensitive data to the
cloud. Edge computing (also known as fog computing) is a
paradigm that extends cloud computing to the edge of the
network [23]. The basic idea of edge computing is to push
the frontier of applications, data management, and services
away from the centralized cloud to the network’s edge. The
edge architecture creates a hierarchical infrastructure for local
(at the edge) and global analytics (at the cloud). With edge
computing, most of the real-time process and analyze at the
edge. This brings data transmission costs down and protects
the sensitive data leaving the vehicle [24].

With multiple devices from different users and vehicles
contributing to data in the edge, the time and cost needed
to retrieve and share data will be much less compared to
continue sending and receiving data from the cloud. However,
data sharing at the edge must be carefully managed because
raw data is generated directly from the users or devices.
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B. Privacy-Enhancing Technologies

Due to the recent global developments in the privacy regu-
latory landscape, the stakeholders of the entire AV ecosystem
should take privacy as a key element in designing a connected
vehicle. The privacy-enhancing technologies (PET) can be
used to provide fundamental data protection principles to
an AV system, e.g., minimizing personal data use, maxi-
mizing data security, and empowering individuals [25]. For
instance, privacy-by-design requires that appropriate technical
and organizational measures be considered from the beginning
of the product development process. It consists of several
principles that can be applied from the onset of systems
development to mitigate privacy concerns and achieve data
protection compliance [26].

Differential privacy is a strong notion of privacy that
guarantees privacy protection in the presence of arbitrary
auxiliary information [27]. Intuitively, it aims to limit the
information leakage from the output while a small change on
the inputs. Differential privacy has been adapted to the context
of location-based services to personalize the information pro-
vided to a user [28]. In the context of the AV system, we can
apply differential privacy to vehicle location data. Notably, the
system can add noise to vehicle location data to obfuscate the
actual position of the driver or passengers.

C. Access Control

Access control involves user authentication and authoriza-
tion that is usually used to confirm the identity of the users to
prevent activities that could breach the system’s security [29].
In the cloud, access control is used to ensure that the system’s
resources and services occur according to the rules defined in
related security policies. It is not viable for vehicles and smart
things at the edge to utilize the same access control policy over
heterogeneous networks. Smart things are expected to share
their resources and computation power with others. Hence,
the same device can act as an access control subject or object
at the same time. In the dispersed edge environment, smart
things may have different administrative domains. Therefore,
an appropriate access control policy should be available to
limit network connection, resource access, and service com-
munications. In other words, AVs should be able to feed data
collectors only with the data required for a specific service
or application. In contrast, data collectors can authenticate
users and vehicles as legitimate data owners. For example, a
location-based data access control solution has been proposed
in [30] to ensure the vehicles can access data only if they
arrive at a designated location and their attributes satisfy the
access policy.

D. Data Anonymization

Many technologies offer ways to help protect privacy on
personal data and sensitive information. Data anonymization
is an exciting solution to protect the privacy of the users
and also to bring the awareness of privacy protection during
data collection [31]. The concept of k-anonymity is that each
released data is indistinct from at least (k-1) other data [32].

However, k-anonymity is found vulnerable against background
knowledge attacks in [33]. Hence, Machanavajjhala et al.
proposed another privacy model called l-diversity model was
proposed in [33] to complement the k-anonymity model. This
model requires representing sensitive attributes in the released
dataset with at least l “well-represented” values. In [34], a
notion known as ki–anonymity has been proposed to allow
users to choose their preferred anonymity level during the data
collection. Some attacks and privacy models in data publishing
can be found in [35].

E. Cryptosystem

One trivial solution to achieve secure data sharing in au-
tonomous vehicle systems requires the data owner to encrypt
their data before sharing them with others; however, this
approach requires additional computation power to decrypt the
data before being used. In particular, the data owner needs to
send the keys that are used for the data encryption to other
parties; also, if the data owner revokes access rights to any
user or device, he or she must re-encrypt the data with a new
key and distribute the new key to other parties in the group.
Therefore, this solution is impractical for deployment in the
real-time application as the number of smart devices in the
autonomous vehicle system could be very large.

However, cryptography is still a promising method that
can be used to protect sensitive data. In 1982, Andrew Yao
introduced the first two-party computation protocol, which is
known as the millionaires’ problem [36]. His idea was to find a
way to allow two individuals to compare their wealth without
revealing the extent of their wealth to each other. Since then,
various secure multi-party computation (SMC) protocols have
been proposed in the literature. For example, an efficient SMC
protocol has recently been proposed for secure and privacy-
preserving cooperative control of connected autonomous ve-
hicles [37].

F. Federated Learning

Recently, federated learning (FL) has received significant
attention from the research community due to its capability
to support collaborative machine learning. FL can be used to
address data governance, and privacy without requiring data
exchange in a distributed environment [38]. For instance, AVs
and smart infrastructures can train a machine learning model
without sending data to a central server. The advances and
open problems for federated learning can be found in [39].
Recently, blockchain has been used to overcome the limita-
tions of FL, such as single point failure and possible adver-
sarial attacks such as model update poisoning, data poisoning,
and inference-time evasion attacks. In [40], blockchain-based
federated learning has been proposed for a privacy-aware and
efficient vehicular communication network.

V. CONCLUSION AND FUTURE DIRECTIONS

In conclusion, we have discussed some emerging privacy
and trust issues for autonomous vehicle systems and shown
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that they negatively affect users’ privacy and trust. By ex-
amining some technical aspects of autonomous vehicles and
their communication types, we have also demonstrated that
autonomous vehicles are prone to various threats and attacks
that could harm users’ privacy and trust in autonomous vehicle
systems. Some technological solutions have also been men-
tioned in this paper to tackle the challenges. It is recommended
that more research focusing on developing secure and privacy-
preserved mechanisms while developing autonomous vehicle
systems and communications is needed to ensure a better
driving experience, keep users safe in traffic and their personal
information protected. In that way, the autonomous vehicle
industry could increase the public’s acceptance and confidence
to use that future kind of vehicle.
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