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Abstract— For future networks, it is highly demanding to
satisfy a wide range of time-sensitive and computation-intensive
services. This is a very challenging task, since it requires a com-
bination of aspects from information, communication and com-
putation in order to establish a digital representation of the real
network environment. This paper introduces a fairness-aware
latency minimisation (FALM) framework in the digital twin
(DT) aided edge computing with ultra-reliable and low latency
communications (URLLC), which jointly optimises various com-
munication and computation parameters, namely, bandwidth
allocation, transmission power, task offloading portions, and
processing rate of user equipments (UEs) and edge servers (ESs).
The formulated problem is highly complicated, due to non-convex
constraints and strong coupling among optimisation variables.
To deal with this problem, we develop both centralised and
distributed optimisation approaches. In particular, we first resort
to successive convex approximation (SCA) method to develop a
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low-complexity iterative algorithm and solve the problem in a
centralised manner. Combining tools from SCA and alternating
direction method of multipliers (ADMM), we develop an efficient
distributed solution with parallel computation processing at ESs
under global consensus in each iteration and strong theoretical
performance guaranteed. Numerical results are provided to
validate the proposed solutions in terms of convergence speed
and overall latency as well as improving fairness among all UEs.

Index Terms— Digital twin, distributed optimization, industrial
Internet of Things, edge computing, ultra-reliable, low latency
communications.

I. INTRODUCTION

ULTRA-RELIABLE and low latency communications
(URLLC) and edge computing have emerged as key

technologies to enable a wide range of time-sensitive and
computation-intensive applications such as smart factories,
extended reality (XR) and vehicular edge computing (VEC)
[2], [3], [4]. These technologies lie at the heart of the fifth-
generation (5G) and beyond 5G wireless systems in terms of
communication and computation perspectives. According to
the 3GPP Releases 15 and 16, URLLC is being enhanced to
achieve the stringent requirements of “five-nine” to “seven-
nine”, i.e. 99.99999% in reliability while ensuring end-to-end
(e2e) latency on the order of 1 ms [5], [6]. Due to the highly
complicated relationship between the transmission error prob-
ability and the delay in the finite blocklength regime, recent
studies in URLLC mostly focused on resource allocation [7],
[8], beamforming design [9] and reliability maximisation [10],
[11]. Meanwhile, there are only a few attempts to jointly opti-
mise URLLC and edge computing and meet the unprecedented
demand of time-sensitive services [12], [13].

From a computational perspective, multi-access edge com-
puting (MEC) provides a powerful framework to leverage
the computing capacities of nearby edge servers (ES) or
fog-cloud servers to reduce to processing time of compu-
tational tasks [14]. MEC is capable of supporting a wide
range of computation-intensive applications that demand high
quality-of-service (QoS) and the quality-of-experience (QoE)
in the next generation of wireless systems [15]. The studies
in MEC span in various practical problems, including task
offloading, task caching, resource management, and feder-
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ated learning [16], [17], that aims to minimise processing
latency [18] and system cost [19], and to maximise energy
efficiency [20]. A joint optimisation of communication and
computation resources in MEC combined with critical wire-
less technologies (e.g. URLLC) has attached much attention
from the research community but also opens many research
challenges [3], [15].

This paper investigates the resource management problem
of the distributed edge computing system subject to stringent
requirements of URLLC-based transmissions. The digital twin
(DT) concept is exploited to model the computation capacity
of UEs and ESs. Both centralised and distributed approaches
are employed to deal with the fairness-ware latency minimi-
sation problem.

A. Literature Review

Task offloading has emerged as a critical technique for MEC
that aims to transfer computationally intensive tasks to external
servers equipped with more powerful computing capabilities.
The constrained IoT devices can not only partially execute
computation-intensive tasks but also offload a part of tasks
to nearby ESs to optimise the processing time and maximise
energy efficiency [20], [21], [22]. In particular, a relaxation-
based convex optimisation algorithm was developed to min-
imise the energy consumption by jointly optimising offloading
decision and resource allocation in [20]. A low-complexity
framework to effectively solve the mixed-integer non-convex
problem of energy consumption minimisation was investigated
in [21]. Typically, the real-world deployments of MEC systems
consist of multiple ESs to assist task processing. Therefore,
the studies exploiting distributed optimisation approach in
MEC architecture are recently attracting much attention [23],
[24]. Specifically, a distributed algorithm based on branch-
and-bound approach was provided to optimise the workload
offloading values of IoT devices and minimise the delay of task
processing in [23]. Two distributed optimisation algorithms
based on the subgradient method and alternating direction
method of multipliers (ADMM) to minimise the overall delay
were proposed in [24].

Moreover, DT has emerged as a promising industrial
paradigm that can fully replicate the physical devices and
produce real-time interactions to efficiently manage the entire
system. Recently, it has been shown that DT has potential to
provide solutions to duplicate the physical networked systems
so that the network resources can be effectively managed [25].
The DT edge network has been considered in [26] that aims to
minimise the offloading latency by an actor-critic deep rein-
forcement learning (DRL) algorithm. In [27], the DRL-based
approach was also developed to solve the problem of task
offloading and edge selection in DT-assisted edge networks.
More recently, the DT concept was applied in modelling the
dynamic computation allocation for UEs and ES to reduce the
e2e latency of IoT applications [28].

On the other hand, URLLC is one of the key pillars of 5G
New Radio (NR) that helps to achieve shorter transmissions
through a larger subcarrier, addressing diverse mission-critical
applications such as industrial automation, intelligent trans-
portation and tactile Internet, etc [29]. The researches on

URLLC have mainly focused on the resource allocation [7],
[8], [30] and beamforming design [9] for short-packet commu-
nications. In particular, the works in [8] and [30] investigated
the radio resource management for URLLC to optimise the
resource usage and energy efficiency. Joint pilot and payload
power allocation for massive multiple-input multiple-output
(MIMO) was considered in [7] to maximise the weighted
sum rate of all devices in industrial scenarios. The authors
in [9] developed low-complexity path-following algorithms
to solve a joint optimisation of the resource allocation and
beamforming design in the short-packet regime for a downlink
URLLC system, where newly approximate convex functions
are derived to convexify the complicated rate function of
bandwidth, transmission power and beamforming vectors.

It is expected that URLLC can bring great benefits to
MEC to enable new types of time-sensitive services, such
as virtual reality/augmented reality (VR/AR) and metaverse
applications [12], [31], [32], [33]. Towards an energy-efficient
solution, the dynamic computation offloading problem in MEC
via URLLC links was considered in [31] by jointly optimising
energy consumption of users and computational resources of
ESs. In addition, the application of DT concept was exploited
in [12] to find the optimal resource allocation and offloading
probabilities based on the learning-aided approach. More
recently, the joint design of MEC, URLLC and DT has been
investigated in [32], [33] and [34] by taking into account the
impacts of user association, offloading portions, transmission
power and processing rate of UEs and ESs. Nevertheless, these
works mainly focused on developing a centralised solution,
and thus the computation ability of ESs is not fully utilised.

B. Motivation and Contributions

The use of URLLC and MEC to realise the full potential of
DT is still in the early stage. This requires a comprehensive
optimisation design of both communication and computa-
tion resources as well as exploiting the powerful ability of
distributed edge computing. On the one hand, the DT’s appli-
cation in MEC investigated in [12], [27], and [28] has mainly
focused on the task offloading optimisation while other com-
munication factors are not fully taken into account. It is noted
that in the DT networks, communication and computation
resources are highly dependent which may cause correlated
failures and overloads of edge nodes. On the other hand, ESs
are often deployed in widely distributed geographies, which
promotes the distributed solution that can reduce not only
information exchange between nodes but also the round-trip
time. In addition, a fairness design has recently become more
critical in wireless networks to improve network utilisation and
UEs’ QoE. However, to the best of our knowledge, the previ-
ous works (e.g. [21], [31], [32], [33], [34]) neither consider a
distributed solution to enable parallel computation processing
at ESs nor simultaneously guarantee fairness among all UEs.
This calls for an efficient distributed solution to fully exploit
the computing power of edge nodes while still guaranteeing
comparable fairness among all individual UEs.

In this paper, we propose a new optimisation framework
to minimise the overall end-to-end (e2e) latency of UEs
in the DT-aided edge computing with URLLC, taking into
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account all the issues mentioned above. Both centralised and
distributed optimisation approaches are developed to solve the
joint optimisation problem of communication and computation
resources.

The main contributions of this paper can be summarised as
follows:
• We first formulate a fairness-aware latency minimisation

(FALM) problem for DT networks by jointly optimising
offloading portions, processing rates of UEs and ESs,
bandwidth allocation and transmit power of UEs. Notably,
we introduce a fairness parameter (q ≥ 0) into the
objective function to effectively and flexibly improve
fairness among all UEs, without the need of complicated
function or additional constraints.

• We propose a low-complexity iterative algorithm to solve
the FALM problem in a centralised manner. In particu-
lar, we first apply the successive convex approximation
(SCA) method to convexify the nonconvex constraints
and the develop an iterative algorithm to successively
solve the approximate convex program.

• Given the insights from the centralised approach, the
next step is to construct a distributed solution to fully
exploit the parallel computation processing at ESs. Since
the approximate convex program obtained by SCA is
in a standard form for a direct application of the
ADMM method, we introduce new local and global
variables to transform the original optimisation problem
into the separable convex subproblems which can be
solved independently at each ES. After each ADMM
iteration, all ESs update the involved parameters to form
the next approximate convex program. The distributed
solution achieves the same performance as the centralised
approach.

• Finally, we numerically evaluate the performance of the
proposed algorithms in terms of the convergence speed,
fairness analysis and consensus evolution under various
impacts of the resource budgets. The results confirm
significant performance improvement of the proposed
algorithms, compared to the existing schemes. They also
reveal that the proposed scheme can reduce latency by
33− 66% compared from baselines and achieve fairness
up to 99.6% based on Jain’s index.

C. Paper Structure and Notations

The rest of this paper is structured as follows. Section II
describes the system model and formulates the FALM prob-
lem. We provide the centralised solution in Section III, while
the distributed optimisation approach is given in Section IV.
The complexity analysis and the convergence of the proposed
algorithms are analyzed in Section V. Section VI provides
the numerical results and discussions, and then Section VII
concludes the paper.

Notation: Throughout the paper, vectors are denoted by bold
lowercase letters. CN

(
µ, σ2

)
is circularly symmetric complex

Gaussian random variable with mean µ and variance σ2. C
represents the space of complex matrices and vectors. (·)∗
and (·)H denote the conjugate of a complex number and the
conjugate transpose of a matrix or vector, respectively.

Fig. 1. Illustration of the DT-aided distributed edge computing with URLLC.

II. SYSTEM MODEL AND PROBLEM FORMULATION

A. DT-Aided Distributed Edge Computing Model

Fig. 1 illustrates an DT-aided distributed edge computing
architecture with URLLC for industrial automation. The phys-
ical system includes edge layer (e.g. industrial IoT UEs) and
user layer (e.g. ESs). The connection between UEs and ESs
is established by URLLC links to ensure stringent require-
ments on reliability and latency communications in industrial
automation scenarios. Each UE can offload computational
tasks to multiple ESs. The DT system provides services that
aims to replicate the physical objects to perform estimations,
optimisation, and making decisions to manage and control the
physical system more effectively.

1) Task Offloading Model: We consider that there are the
sets M = {1, 2, · · · ,M} and K = {1, 2, · · · ,K} of M =
|M| UEs and K = |K| ESs, respectively. Each ES is associ-
ated with an access point (AP) for wireless communications.
A task coming from UE m ∈M is characterised by a tuple of
Jm = {Tmax

m , Cm, Dm}, where Tmax
m is the maximum latency

requirement (s), Cm is required CPU cycles to execute the
whole task (cycles), and Dm is the task size (bits). Let αm

and βmk be the portions of the task Jm executed locally at UE
m and the offloading portion to ES k ∈ K, respectively. For
the task Jm, we can show that Dm = αmDm +

∑
k∈K

βmkDm,

Cm = αmCm +
∑

k∈K
βmkCm and αm +

∑
k∈K

βmk = 1,∀m. Let

us define α ≜ {αm}∀m and β ≜ {βmk}∀m,k.
2) DT Model: In DT services, all the physical devices

(e.g. UEs and ESs) are fully replicated in terms of hard-
ware configuration, software settings and working states.
DT services can powerfully make decisions to manage and
control the entire physical system in real-time to guarantee
the performance. To do this, the DT model of the distributed
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URLLC-based edge computing can be expressed as

DT = {M̃, K̃} (1)

where M̃ and K̃ denote the digital representations of UEs
and ESs, respectively. Based on real-time interactions with
the physical objects, the DT service promptly provide the
optimal solutions on tasks offloading, estimated processing
rate, bandwidth allocation, and transmission power to optimise
the performance of the entire system.

The DT service for UE m can be modelled as

DTm = (fue
m , f̂ue

m ) (2)

where fue
m is the estimated processing rate of the m-th UE, and

f̂ue
m is the deviation between the physical device and its DT.

Similarly, the DT model of ES k (denoted by DTk) can be
expressed as

DTk = (f es
mk, f̂

es
mk) (3)

where f es
mk is the estimated processing rate of the k-th physical

ES to handle the task from m-th UE, and f̂ es
mk is the deviation

between the physical ES and its DT. The DT services optimise
the estimated processing rate of ESs to reflect current con-
figuration of the physical ESs in terms of computing ability.
This mechanism allows the DT to make decisions on adjusting
offloading factors and the processing rate of ESs to maximise
the system performance.

B. URLLC-Based Transmission Model

Since the data size of the computation results is usually
small and APs are equipped with more powerful computing
power than UEs, the downlink transmission latency can be
ignored [28], [35]. The system bandwidth is B, and each AP
is equipped with L > 1 antennas while each UE has single
antenna. We adopt the frequency division multiple access
(FDMA) protocol, where the portion of bandwidth allocated
to the m-th UE by the k-th AP is bmk, satisfying:∑

m∈M

∑
k∈K

bmk ≤ 1. (4)

The channel vector between UE m and AP k is denoted by
hmk ∈ CL×1 that can be modelled as hmk =

√
gmkh̄mk,

where gmk is the large-scale channel coefficient including the
path-loss and shadowing, and h̄mk is the small-scale fading
following the Rayleigh fading model as h̄mk ∼ CN (0, IL).
The L × 1 received signal vector at the k-th AP can be
expressed as

yk =
∑

m∈M
hmk

√
pmksm + nk (5)

where pmk and sm are the transmit power and unit-power
data symbol of UE m, respectively; nk ∼ CN (0, IL) is the
additive white Gaussian noise (AWGN), where the variance of
each element is normalized to unit. We note that the large-scale
channel coefficient gmk is normalized by the noise power.

Each coherence time is divided into two main phases,
including np symbols for uplink training and nd symbols
for data transmission. The total number of symbols is given

as N = np + nd. We assume that all UEs send their
pilot sequences to APs to perform channel estimation at the
begining of each time slot. We assume that all M UEs share
the same symbol duration for channel estimation and the
minimum length of the pilot sequences is np = M [7]. The
minimum mean square error (MMSE) channel estimate of hmk

is given by [7]:

ĥmk =
gmkMpp

mk

gmkMpp
mk + 1

yp
mk (6)

where pp
m is the pilot transmit power of UE m. The estimated

channel ĥmk follows the distribution of CN
(
0, σ2

mkI
)
, where

σ2
mk is given as σ2

mk = g2
mkMpp

m/(gmkMpp
mk + 1). Accord-

ing to the MMSE estimation property, the channel estimation
error h̃mk = hmk − ĥmk is independent of ĥmk that follows
the distribution of CN

(
0, δ2mkIL

)
, where δ2mk is given by

δ2mk = gmk/(gmkMpp
mk + 1). Under FDMA, the bounded

signal-to-noise ratio (SNR) of the m-th to the k-th AP can be
calculated as

γmk(pmk) =
pmk (L− 1)σ2

mk

pmkδ2mk + 1
. (7)

Then, the approximation of the achievable transmission rate
of the m-th UE to the k-th AP (bits/s) in the URLLC finite
blocklength is given by [12] and [36]:

Rmk(bmk, pmk) =
(1− ωk)B

ln 2

[
bmk ln

(
1 + γmk(pmk)

)
−

√
bmkVmk(pmk)

ϕB
Q−1(ϵmk)

]
(8)

where ωk = M/N , ϕ is the transmission time interval, ϵmk is

the decoding error probability, Q(x) = 1√
2π

∫∞
x

exp
(
−t2
2

)
dt

is the inverse function, and Vmk(pmk) = 1−
[
1+γmk(pmk)

]−2

is the channel dispersion. As a results, the latency for task
offloading from the m-th UE to the k-th AP can be expressed
as

T co
m (bmk, pmk, βmk) =

βmkDm

Rmk(bmk, pmk)
. (9)

C. DT-Based Computation Model

1) Local Processing: UE m locally executes a portion αm

of the task with the estimated processing rate of fue
m . Then,

the estimated time required to execute the task locally at UE
is calculated as

T̃ ue
m (αm, f

ue
m ) =

αmCm

fue
m

. (10)

The deviation between the physical UE m and its DT can
be acquired in advance [27], [28], the computing latency gap
between the real value and DT estimation is given as

∆T ue
m (αm, f

ue
m ) =

αmCmf̂
ue
m

fue
m

(
fue

m − f̂ue
m

) (11)

where f̂ue
m is the deviation of the real processing rate. Conse-

quently, the actual time for the local executing is given as

T ue
m = ∆T ue

m + T̃ ue
m . (12)
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We note that DTs typically try to estimate the processing rate
as accurately as possible to control the system in real-time.
Therefore, if the deviation in the processing rate estimation
is large, the overall latency of the system will increase
unexpectedly.

2) Edge Processing: ES k estimates the processing rate in
the DTf es

mk to handle the task offloaded from the m-th UE.
The estimated latency of the k-th ES to execute the task Jm

is given as

T̃ es
m (βmk, f

es
mk) =

βmkCm

f es
mk

. (13)

Next, the latency gap ∆T es
m between the real value and DT

estimation can be expressed as

∆T es
m (βmk, f

es
mk) =

βmkCmf̂
es
mk

f es
mk

(
f es

mk − f̂ es
mk

) . (14)

As a result, the actual latency for executing at the edge DT
can be expressed as

T es
m = ∆T es

m + T̃ es
m . (15)

D. Optimisation Problem Formulation

1) System Latency Model: The e2e latency of the task
coming from UE m includes the local processing latency,
wireless transmission latency, and edge processing latency.
Based on the above discussion and analysis, the overall DT
latency can be expressed as follows

T e2e
m (sm) = T ue

m + T co
m + T es

m =
αmCm

fue
m − f̂ue

m

+ max
∀k∈K

{
βmkDm

Rmk(bmk, pmk)

}
+ max
∀k∈K

{
βmkCm

f es
mk − f̂ es

mk

}
(16)

where sm = {αm, βmk, f
ue
k , f es

mk, bmk, pmk}∀m,k. Since each
UE can offload the computational tasks to multiple ESs
simultaneously, the max operator (i.e. max{.}∀k) is applied
for the transmission latency and edge processing latency.

2) Energy Consumption Model: The total energy consump-
tion of UE k includes the energy consumed for computation
(Ecp

m ) and communication (Ecm
m ), which is modelled as

Etot
m (αm, f

ue
m , bmk, pmk) = Ecp

m + Ecm
m

= αm
θm

2
Cm

(
fue

m − f̂ue
m

)2 +
∑
k∈K

βmkpmkDm

Rmk(bmk, pmk)
(17)

where θm is the effective capacitance coefficient depending on
the chipset of UE m [28].

3) FALM Problem Formulation: In this paper, we aim at
minimising the summed e2e DT latency of all UEs which can
be expressed as TΣ({sm}) ≜

∑
∀m∈M T e2e

m (sm).
Definition 1 (Fairness of latency distribution): The optim-

al solution {s∗m} is said to provide a fairer solution to the
objective function TΣ({s∗m}) than the solution {sm} if and
only if TΣ({s∗m}) offers more uniform latency among all UEs
than TΣ({sm}).

Following Definition 1, we introduce new constant parameters
cm ≜ Cm/

∑
m∈M Cm and q > 0 to re-weight the objective

function TΣ({sm}) as follows:

T q
Σ({sm}) ≜

∑
m∈M

cm
T e2e

m (sm)q+1

q + 1
(18)

which is inspired from α-fairness framework [37]. The intro-
duction of cm can naturally improve the latency fairness
among UEs by further optimising UEs which require more
computation resources. We note that the positive parameter
q is imposed to adjust the level of fair resource allocation.
There is a trade off between the users fairness and compu-
tation complexity with respect to the increasing value of q
parameter. In addition, if the parameter q is sufficiently large
(q −→ ∞), it becomes a min-max optimisation problem, i.e.
min
{sm}

max
∀m

{T e2e
m (sm)}.

The goal of the FALM problem is to find an optimal
resource allocation strategy over s ≜ {sm}∀m to minimise the
sum of the individual e2e latency, which is mathematically
formulated as

min
s

T q
Σ({sm}) ≜

∑
m∈M

cm
T e2e

m (sm)q+1

q + 1
(19a)

s.t. T e2e
m (sm) ≤ Tmax

m , ∀m (19b)

αm +
∑
k∈K

βmk = 1,∀m (19c)∑
m∈M

∑
k∈K

bmk ≤ 1 (19d)∑
m∈M

∑
k∈K

βmkf
es
mk ≤ F es

max (19e)

Rmk (bmk, pmk) ≥ Rmin, ∀m, k (19f)
Etot

m (αm, f
ue
m , bmk, pmk) ≤ Emax

m , ∀m (19g)∑
k∈K

pmk ≤ Pmax
m , ∀m (19h)

α,β ∈ D,p ∈P, f ∈ F,b ∈ B (19i)

where D ≜ {αm, βmk,∀m, k|0 ≤ αm ≤ 1, 0 ≤ βmk ≤
1,∀m, k}, P ≜ {pmk,∀m, k|0 ≤ pmk ≤ Pmax

m ,∀m},
F ≜ {fue

m , f es
mk ∀m, k|0 ≤ fue

m ≤ Fmax
m ,∀m, 0 ≤ f es

mk ≤
Fmax

k ,∀m, k}, and B ≜ {bmk,∀m, k|0 ≤ bmk ≤ 1} are
the set constraints of offloading decisions, uplink transmission
power, processing rates and bandwidth coefficient, respec-
tively. Constraint (19b) is the maximum latency budget for
every incoming task, while (19c) is the constraint of offloading
factors. Constraint (19e) ensures the required computation
resource of ESs does not exceed the maximum capacity.
Constraints (19f) and (19g) are the minimum transmission rate
requirement for uplink transmission and the maximum energy
consumption requirement of UEs, respectively.

III. CENTRALISED SOLUTION FOR
THE FALM PROBLEM (19)

The problem (19) is highly complicated due to the
non-convexity of the objective function (19a) and non-convex
constraints (19b), (19e), (19f) and (19g). In addition, the
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objective function (19a) is non-smooth in s due to the max(, )
operator expressed in (16), making it impossible to solve
directly by the SCA method. To tackle this issue, we introduce
new variables τ ≜ {τm}∀m to rewrite (19) equivalently as:

min
s,τ

T q
Σ(τ ) ≜

∑
m∈M

cm
τ q+1
m

q + 1
(20a)

s.t. τm ≥ T e2e
m (sm), ∀m (20b)

τm ≤ Tmax
m , ∀m (20c)

(19c), (19d), (19e), (19f), (19g), (19h), (19i) (20d)

where constraint (19b) is transformed to (20c). We are now in
position to apply SCA to convexify the nonconvex parts of (20)
and then develop an iterative method to solve the approximate
convex program in a centralised fashion.

A. Approximate Convex Problem

Convexity of constraint (19e): By the principles of
SCA [38], [39], we apply the following inequality:

xy ≤ 1
2

(
ȳ

x̄
x2 +

x̄

ȳ
y2

)
(21)

for x > 0 and y > 0. At the i-th iteration of the proposed
iterative algorithm, we define x = βmk, x̄ = β

(i)
mk, y = f es

mk,
ȳ = f

es,(i)
mk to approximate (19e) as follows

ψ(i)(βmk, f
es
mk) ≜

∑
m∈M

∑
k∈K

1
2

(
f

es,(i)
mk β2

mk

β
(i)
mk

+
β

(i)
mk(f es

mk)2

f
es,(i)
mk

)
≤ F es

max (22)

where β
(i)
mk and f

es,(i)
mk are constant and feasible points of

βmk and f es
mk, respectively. We note that ψ(i)(βmk, f

es
mk) =∑

m∈M
∑

k∈K βmkf
es
mk whenever β

(i)
mk = βmk and

f
es,(i)
mk = f es

mk.
Convexity of constraint (19f): The rate function

Rmk(bmk, pmk) is quite complicated and a direct application
of SCA is inapplicable. Following [8] and [12], we can see
that Vmk ≈ 1 when γmk(pmk) ≥ γ̄ = 5 dB, i.e.

pmk ≥
γ̄

(L− 1)σ2
mk − γ̄δ2mk

. (23)

Under the condition (23), we rewrite Rmk (bmk, pmk) as

Rmk (bmk, pmk)

≜
(1− ωk)B

ln 2

[
Gmk (bmk, pmk)−Wmk (bmk)

]
(24)

where Gmk (bmk, pmk) = bmk ln (1 + γmk(pmk)) and
Wmk (bmk) =

√
bmk

Q−1(ϵmk)√
ϕB

. Following the derivations
given in the Appendix, the transmission rate Rmk (bmk, pmk)
can be innerly approximated around the feasible point
(b(i)mk, p

(i)
mk) as

Rmk (bmk, pmk)

≥ (1− ωk)B
ln 2

[
G(i)

mk (bmk, pmk)−W(i)
mk (bmk)

]
≜ R

(i)
mk (bmk, pmk) (25)

where G(i)
mk (bmk, pmk) and W(i)

mk (bmk) are defined as in (54)
and (56) in the Appendix, respectively. As a result, we can
iteratively replace (19f) by the following convex constraint

R
(i)
mk (bmk, pmk) ≥ Rmin,∀m, k. (26)

Convexity of constraint (19g): Given the concave function
R

(i)
mk (bmk, pmk) in (25), we first introduce new variables r ≜

{rmk}∀m,k to express (19g) equivalently as

θ

2
Cmαm

(
fue

m − f̂ue
m

)2
+
∑
k∈K

Dmβmkpmkrmk ≤ Emax
m ,∀m (27a)

1

R
(i)
mk

≤ rmk,∀m, k (27b)

where constraint (27b) is now convex. By applying (21) for
the first part of the left-hand side (LHS) of (27a) with x = αm,
x̄ = α

(i)
m , y =

(
fue

m−f̂ue
m

)2
, and ȳ =

(
f

ue,(i)
m −f̂ue

m

)2
and intro-

ducing new variables φ ≜ {φmk}∀m,k, we can equivalently
approximate (27a) as follows

θCm

4

((
f

ue,(i)
m − f̂ue

m

)2
α

(i)
m

α2
m +

α
(i)
m

(
fue

m − f̂ue
m

)4(
f

ue,(i)
m − f̂ue

m

)2
)

+
∑
k∈K

Dmφ
2
mk ≤ Emax

m ,∀m (28a)

pmkrmk ≤
φ2

mk

βmk
,∀m, k (28b)

where constraint (28a) is now convex. Next, by using (21)
to find a convex upper bound of pmkrmk and the following
inequality [40]

x2

y
≥ 2x̄

ȳ
x− x̄2

ȳ2
y (29)

to linearise φ2
mk

βmk
, the nonconvex constraint (28b) can be

approximated as

1
2

(p(i)
mk

r
(i)
mk

r2mk +
r
(i)
mk

p
(i)
mk

p2
mk

)
≤

2φ(i)
mkφmk

β
(i)
mk

−
φ

2(i)
mk βmk(
β

(i)
mk

)2 , ∀m, k.
(30)

Convexity of (20b): We first find the concave upper bound
of the e2e latency T e2e

m (sm). By using r defined as in (27b),
it follows that

T e2e
m (sm) ≤ αmCm

fue
m − f̂ue

m

+ max
∀k∈K

{Dmβmkrmk}

+ max
∀k∈K

{
βmkCm

f es
mk − f̂ es

mk

}
(31)

which is innerly convexified as

T e2e
m (sm) ≤ τue,(i)(αm, f

ue
m ) + τ co,(i)(βmk, rmk)

+ τ es,(i)(βmk, f
es
mk) ≜ T e2e,(i)

m (sm) (32)

where

τue,(i)(αm, f
ue
m ) ≜

Cm

2

(α(i)
m

(
f

ue,(i)
m − f̂ue

m

)(
fue

m − f̂ue
m

)2
+

1

f
ue,(i)
m − f̂ue

m

α2
m

α
(i)
m

)
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Algorithm 1 Proposed SCA-Based Centralised Algorithm for
Solving the FALM Problem (19)
Initialisation: Set i = 0 and generate an initial feasible point

(s(0), τ (0), r(0),φ(0)) satisfying constraints in (34); Set
the tolerance ε = 10−3 and the maximum number of
iterations Imax = 10.

1: repeat
2: Solve problem (34) for given (s(i), τ (i), r(i),φ(i)) to

obtain the optimal solution denoted by (s∗, τ ∗, r∗,φ∗);

3: Update (s(i+1), τ (i+1), r(i+1),φ(i+1)) :=
(s∗, τ ∗, r∗,φ∗);

4: Set i := i+ 1;
5: until Convergence or i > Imax

6: Output: (s∗, τ ∗, r∗,φ∗)

τ co,(i)(βmk, rmk) ≜ max
{Dm

2

(β(i)
mk

r
(i)
mk

r2mk +
r
(i)
mk

β
(i)
mk

β2
mk

)}
τ es,(i) ≜ max

{Cm

2

(β(i)
mk

(
f

es,(i)
mk − f̂ es

mk

)(
f es

mk − f̂ es
mk

)2
+

1

f
es,(i)
mk − f̂ es

mk

β2
mk

β
(i)
mk

)}
.

As a result, constraints (20b) is iteratively replaced by

τm ≥ T e2e,(i)
m (sm) ,∀m. (33)

Summing up, the SCA-based approximate convex program
of problem (20) solved at the i-th iteration is given as

min
s,τ ,r,φ

∑
m∈M

cm
τ q+1
m

q + 1
(34a)

s.t. (19c), (19d), (19h), (19i), (22),
(23), (26), (27b), (28a), (30), (33). (34b)

B. Proposed Centralised Algorithm

The SCA-based algorithm for solving the FALM prob-
lem (19) is summarised in Algorithm 1. We successively solve
the approximate convex program (34) in Step 2 to obtain
the optimal solution (s∗, τ ∗, r∗,φ∗), which is then updated
in Step 3. This procedure is repeated until convergence or
the maximum number of iterations is reached. Towards an
efficient algorithm, we first generate an initial feasible point
for problem (34). In particular, the offloading variables for
local execution at UEs are set to αm = 0.5,∀m,βmk =
0.5/K,∀m, k. The processing rate of UEs is initiated with
fue

m = F ue
min,∀m, while other resource variables of UEs and

ESs are equally set with respect to the resource budgets and
latency requirements. Nevertheless, Algorithm 1 is performed
at a central node that requires to collect information of the
entire network and does not fully exploit the computation
power of ESs. Therefore, we further investigate a distributed
optimisation solution for this problem.

IV. DISTRIBUTED SOLUTION FOR MINIMISING
THE TOTAL E2E LATENCY

A. Distributed Problem Transformation

In order to develop a distributed approach for solving (20),
we first transform it into the separated problems which can
be solved in parallel with K ESs based on their local
information. The most critical challenge is that there are
several constraints, where the variables are mutual dependence
with respect to the global budget of the system, i.e. the
bandwidth allocation constraint (19d) and ESs’ computing
capacity (19e). To separate the centralised problem into K
subproblems, we categorise the considered variables into two
types based on their mutual dependence among K ESs,
including independent variables and dependent variables. The
offloading portion variables (αm,∀m) and the processing
rate of UE (fue

m ,∀m) are independent which can be sepa-
rated into K variables. It is clear that the other variables
(e.g. bandwidth allocation, transmission power and the pro-
cessing rate of ESs) are dependent variables, which require
additional operations at the global level to guarantee the
optimality.

Let us define xk = {αmk, βmk, pmk, bmk, f
ue
mk, f

es
mk}∀m∈M

as the set of the local optimisation variables stored at ES k. For
the separable variables (α, fue), we introduce new variables
z
(α)
m and z(f)

m to represent as the global versions of the local
variables αmk and fue

mk of task Jm. To separate βmk and pmk,
we introduce new global variables z(β)

mk and z(p)
mk to re-express

constraints (44c) and (19h) as

αmk + βmk + z
(β)
mk = 1, ∀m (35a)

pmk + z
(p)
mk ≤ Pmax

m , ∀m (35b)

where z(β)
mk and z(p)

mk are globally updated as

z
(β)
mk =

K∑
k′ ̸=k

βmk′ , ∀m, k (36a)

z
(p)
mk =

K∑
k′ ̸=k

pmk′ , ∀m, k. (36b)

Next, we introduce a new global variable z(b)
k to rewrite the

constraint (19d) as follows

M∑
m=1

bmk + z
(b)
k ≤ 1,∀k (37)

where z(b)
k is globally updated as

z
(b)
k =

M∑
m=1

K∑
k′ ̸=K

bmk′ , ∀m, k. (38)

Similarly, let us define

zes
k =

M∑
m=1

K∑
k′ ̸=k

βmk′f
es
mk′ (39)
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to rewrite constraint (19e) as
M∑

m=1

1
2

(f es(i)
mk

β
(i)
mk

(βmk)2 +
β

(i)
mk

f
es(i)
mk

(f es
mk)2

)
+zes

k ≤ F es
max,∀k

(40)

which can be solved locally at ES k. Moreover, con-
straint (19g) can be locally separated ES k as

Ecp,(i)
m + E

cm,(i)
mk +

K∑
k′ ̸=k

E
cm,(i)
mk′ ≤ Emax

m , ∀m (41)

where E
cm,(i)
mk and E

cm,(i)
mk′ are the energy consumption for

uplink transmission from UE m to ES k and ES k′ ̸= k,
respectively, which are defined as follows

E
cm,(i)
mk = Dmφ

2
mk, ∀m (42a)

E
cm,(i)
mk′ = Dmφ

2
mk′ , ∀m, k′ (42b)

with rmk and φmk begin defined in (27b) and (28b).
Finally, based on the development of the centralised solution

in Section III, the summed e2e DT latency stored at ES k is
given as

tk(xk) ≜
∑

m∈M
cm

(
T (i)

mk(xk)
)q+1

q + 1
, ∀k (43)

where

T (i)
mk(xk) ≜

1
2
Dm

(β(i)
mk

r
(i)
mk

r2mk +
r
(i)
mk

β
(i)
mk

β2
mk

)
+
Cm

2

[α(i)
mk(fue,(i)

mk − f̂ue
m )(

fue
mk − f̂ue

m

)2

+
1

f
ue,(i)
mk − f̂ue

mk

α2
mk

α
(i)
mk

]
+
Cm

2

[β(i)
mk(f es,(i)

mk − f̂ es
mk)(

f es
mk − f̂ es

mk

)2

+
1

f
es,(i)
mk − f̂ es

mk

β2
mk

β
(i)
mk

]
∀m, k.

Keeping the above discussion in mind, problem (19) can be
equivalently transformed into the following distributed convex
problem:

minimize
x,z

∑
k∈K

tk(xk) (44a)

s.t. T (i)
mk(xk) ≤ Tmax

m ,∀m, k (44b)

αk = z(α),∀k (44c)

fue
k = z(f),∀k (44d)

(19f), (19i), (23), (35a), (35b), (37), (40), (41) (44e)

where x ≜ {xk}∀k and z ≜ {z(α), z(β), z(f), z(b), z(p), zes}
represent the local and global variables, respectively.

To solve problem (44) at ES k ∈ K, let us define
αk ≜ {αmk}∀m, fue

k ≜ {fue
mk}∀m, z(α) ≜ {z(α)

m }∀m,
z(β) ≜ {z(β)

mk}∀m,k, z(f) ≜ {z(f)
m }∀m, z(b) ≜ {z(b)

k }∀k,

z(p) ≜ {z(p)
mk}∀m,k, and zes ≜ {zes

k }∀k. The proposed
ADMM-based algorithm to solve (44) in a distributed fashion
will be deatiled next.

B. Proposed ADMM-Based Consensus Optimisation Solution

The augmented Lagrangian function of (44) is expressed as

Lρ(x, z,ψ, ξ) =
∑
k∈K

[
tk (xk) +ψT

k

(
αk − z(α)

)
+ξT

k

(
f ue
k − zf

)
+
ρ

2

×
(∥∥∥αk − z(α)

∥∥∥2

2
+
∥∥f ue

k − zf
∥∥2

2

)]
(45)

where ρ > 0 is a penalty parameter, and ψ ≜ {ψT
k }∀k and

ξ ≜ {ξT
k }∀k are the Lagrange multipliers associated with

(44c) and (44d), respectively. We note that the panalty function
ρ
2

(∥∥αk − z(α)
∥∥2

2
+
∥∥fue

k − zf
∥∥2

2

)
is strictly convex, leading

to the convexity of (45). By ADMM principles [41], the local
variables, global variables and Lagrange multipliers need to
be updated in each iteration of the SCA approach.

Update of the local variables: We denote by C
(i)
k the

feasible set of ES k at the i-th iteration of SCA, satisfying

C
(i)
k ≜ {xk|s.t. (44b), (44e)} (46)

where xk is the set of the local variables. To update the local
variables, we solve the following convex problem

x(i+1) = argmin
xk∈C

(i)
k ,∀k∈K

Lρ(x, z(i),ψ(i), ξ(i)). (47)

It is clear that problem (47) can be decomposed into K sub-
problems which are solved locally at ESs. Given the local
variables and updates from the exchanged information from
other ESs via global updates, the k-th ES solves its local
problem as

x(i+1)
k = argmin

xk∈C
(i)
k

tk(xk)

+ψ(i)T
k (αk − zα(i)) + ξ(i)T

k (fue
k − zf(i))

+
ρ

2

(∥∥∥αk − zα(i)
∥∥∥2

2
+
∥∥∥fue

k − zf(i)
∥∥∥2

2

)
. (48)

Update of the global variables: We first note that the
global variables (z(β), zp, z(b), zes) are updated by following
(36a), (36b), (38) and (39). The rest of the global variables
(z(α), z(f)) is found by solving the following problem:

z(i+1) = argmin
z(α),z(f)

Lρ(x(i+1), z,ψ(i), ξ(i)). (49)

Update of the Lagrange multipliers: Given the updated
global variables z(i+1) and the updated local variables x(i+1)

k ,
the Lagrange multipliers ψk and ξk are updated as follows

ψ
(i+1)
k = ψ

(i)
k + ρ

(
α

(i+1)
k − zα(i+1)

)
(50a)

ξ
(i+1)
k = ξ

(i)
k + ρ

(
fue(i+1)
k − zf(i+1)

)
(50b)

which do not require additional exchange of information
among ESs.
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Algorithm 2 Proposed ADMM-Based Consensus Algorithm
for Solving (44)

1: Initialisation: Set i = 0, generate the initial feasible
points (α(0),β(0),p(0),b(0), f (0)), and choose the initial
values for z(0), (ψ(0), ξ(0)).

2: while (not convergent) do
3: Local updates:
4: for k ∈ K in parallel do
5: ES k updates local variables x(i+1)

k by solving the
convex problem (48)

6: Exchange the local values for global consensus
7: end for
8: Global updates:
9: Update the global variables (zα,(i+1), zβ,(i+1)) by (49),

and
(
zβ,(i+1), zp,(i+1), zb,(i+1), zes,(i+1)

)
by following

(36a), (36b), (38) and (39)
10: Update the Lagrange multipliers ψ(i+1)

k , ξ
(i+1)
k

11: Update the SCA parameters s(i+1) = s∗

12: Set i := i+ 1
13: end while

C. Proposed Consensus Algorithm for Distributed Solution

Based on the above development, the ADMM-based
consensus algorithm for solving (44) is summarised in
Algorithm 2. We consider that there exists an information tech-
nology infrastructure to allow all necessary information being
exchanged among K ESs before performing the global updates
(i.e. Step 6). In the current cellular communication systems,
APs or gNB uses the X2 interface to intercommunicate with
each other directly. An exemplary illustration of the distributed
solution with two ESs is provided in Fig. 2. In this diagram,
each ES first solves its own problem to obtain the optimal
solutions of the local variables, and then, the global updates are
performed to find the next values of global variables. Finally,
the multiplier parameters are updated for the next iteration.
The procedure is repeated until convergence.

V. COMPLEXITY AND CONVERGENCE ANALYSIS
OF THE PROPOSED SOLUTIONS

A. Complexity Analysis

1) Complexity of the Centralised Algorithm: The approx-
imate convex problem (34) consists of 6MK + 3M
scalar decision variables and 7MK + 7M + 2 linear or
quadratic constraints. Therefore, the per-iteration computa-
tional complexity of Algorithm 1 for solving (34) is thus
O
(√

7MK + 7M + 2(6MK + 3M)2
)

[42, Sec. 6]. It is
clear that as the number of UEs increases, the computational
complexity of the centralised approach increases significantly,
resulting in higher execution times.

2) Complexity of the Distributed Algorithm: In
Algorithm 2, the subproblems are solved in parallel at
K ESs to fully exploit their computing power. In addition,
it also does not require a central server to collect the
information and data of the whole network and carry out all
the computation. In the local computation step, the major
complexity comes from solving the convex program (48)

Fig. 2. An exemplary illustration of the distributed solution with two ESs.

under the feasible set (46). Problem (47) includes 7M
scalar decision variables and 11M + 2 constraints. The
worst-case per-iteration computational complexity in the
local update at each ES (i.e. Step 5 of Algorithm 2) is thus
O
(√

11M(7M)2
)
, which is significantly lower than that in

the centralised Algorithm 1.

B. Convergence Analysis

1) Convergence of the Centralised Algorithm: In
Algorithm 1, the SCA principles are applied to approximate
the nonconvex parts of the original problem (19). Algorithm 1
successively produces a sequence of improved points
{s(i), τ (i), r(i),φ(i))} and a sequence of non-increasing
objective values. Let Ψ∗ ≜ {s∗, τ ∗, r∗,φ∗)} be a local
minimiser of the objective function (34) denoted by f(Ψ∗).
We can show that f(Ψ(i)) > f(Ψ(i+1)) with Ψ(i) ̸= Ψ(i+1)

and f(Ψ(i)) = f(Ψ(i+1)) with Ψ(i) = Ψ(i+1). According to
[43, Sec. 7], the sequence of the objective values is bounded
below due to the limited budgets of both computation and
communication resources. For a sufficiently large number of
iterations, Algorithm 1 is guaranteed to converge to at least a
locally optimal solution of (20) (or the original problem (19)).

2) Convergence of the Distributed Algorithm: The con-
vergence of an ADMM-based algorithm is already provided
in [41, Sec. 3]. We first provide the following lemma to
characterise the gap of the augmented Lagrangian function
between two consecutive iterations.

Lemma 1: The upper bound of the augmented Lagrangian
function between two consecutive iterations in Algorithm 2 is
given by

L(i+1)
ρ (x, z,ψ, ξ)− L(i)

ρ (x, z,ψ, ξ) ≤
K∑

k=1

1
ρ

(
d2 − ρ2

2

)(∥∥∥ψ(i+1)
k −ψ(i)

k

∥∥∥2

2
+
∥∥∥ξ(i+1)

k − ξ(i)
k

∥∥∥2

2

)
−

K∑
k=1

ρ

2

(∥∥∥ψ(i+1)
k −ψ(i)

k

∥∥∥2

2
+
∥∥∥ξ(i+1)

k − ξ(i)
k

∥∥∥2

2

)
≜ ∆L(i)

ρ (x, z,ψ, ξ) (51)

where ρ is the penalty constant introduced in (45) and d is
a positive constant depending on the specific optimisation
problems.
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The proof of Lemma 1 is followed [41, Sec. 3]. Lemma 1
indicates an important insight that if ρ is chosen to be large
enough, i.e. ρ > d

√
2, then the upper bound L

(i)
ρ (x, z,ψ, ξ)

in (51) becomes negative. In other words, the sequence of
the augmented Lagrangian values {L(i)

ρ (x, z,ψ, ξ)} is non-
increasing. We note that Lρ(x, z,ψ, ξ) is bounded below
by the limited budgets of both computation and communi-
cation resources, and thus guaranteeing the convergence of
Algorithm 2.

C. Choice of Parameters for the Distributed Algorithm 2

In the ADMM-based algorithm, it is critical to choose
appropriate parameters to obtain the best solution, as close to
the centralized solution as possible. In particular, the choice
of initial values of (ψ(0), ξ(0)) has a strong impact on the con-
vergence speed of optimising the global variables (z(α), z(f)).
Since the difference between the value range of the offload-
ing portions and the processing rates is considerably large
(i.e. [0, 1] and [0, 1.5]× 109), the initial values of (ψ(0), ξ(0))
need to be carefully adjusted to mitigate its negative impact.
In addition, the choice of the positive fairness parameter q and
the penalty parameter ρ of the augmented Lagrangian function
also has a direct impact on the performance of Algorithm 2.
For instance, a small value of the fairness parameter q cannot
guarantee the latency fairness among UEs, while a large ρ may
lead to an improper early termination. The impacts of these
settings will be numerically elaborated in the next section.

VI. SIMULATION RESULTS

This section validates the effectiveness of the proposed algo-
rithms by conducting computer simulations. We first provide
the simulation setup Section VI-A, and numerical results are
then given in Section VI-B. All the simulation results are run
in the MATLAB environment with CVX package. The convex
problems are solved by SDPT3 solver [44].

For performance comparison, we consider the following
benchmark schemes:
• Fixed bandwidth [28]: The bandwidth allocation is not

jointly optimised. The bandwidth portion allocated to
each UE is obtained by equally dividing the whole system
bandwidth with the number of UEs, i.e. bmk = 1/MK.

• Fixed processing rate [12], [27]: The processing rates of
UEs and ESs are fixed as in the initialisation step.

• Fixed offloading [28]: To demonstrate the effectiveness
of offloading optimisation in the considerd DT-aided
distributed edge computing, the offloading portions are
set to be αm = 0.5,

∑
k∈K

βmk = 0.5,∀m.

The optimisation problems of these benchmark schemes can
readily be formulated by slightly modifying the problem (19),
and their solutions can be found by applying our proposed
Algorithms 1 and 2.

A. Simulation Setup

In the DT-aided edge computing with URLLC, we consider
the scenario with M = 8 UEs and K = 2 ESs, which are
located within an area of 100 m × 100 m [45]. All UEs are

TABLE I
SIMULATION PARAMETERS

randomly distributed while two ESs are located at the central
positions of the area. The large-scale fading of the channel
between the m-th UE and the k-th AP is modelled as gmk =
10PL(dmk)/10, where PL(dmk) = −35.3 − 37.6 log10 dmk

denotes the pathloss in dB [9]; Herein, dmk is the distance
between the m-th UE and the k-th ES. The URLLC decoding
error probability is set to 10−7, and the noise spectral density
is −174 dBm/Hz [9].

The maximum computing capacity of ESs is F es
max =

10 GHz, while the maximum processing rate of UEs is F ue
max =

1.5 GHz. The task complexity (i.e. ηm ≜ Cm/Dm,∀m) is uni-
formly distributed in the range of [100, 400] cycles/byte [12].
Following the 3GPP Release 15 [5], the input data size is set
to Dm = 1354 bytes, and the maximum delay requirement of
each task is Tmax

m = 2 ms. Finally, the computation power
parameter of energy consumption of UEs is set to θm =
10−26 Watt.s3/cycle3 [13], [45]. All simulation parameters are
summarised in Table I.

B. Numerical Results and Discussions

1) Convergence Behavior of Algorithms 1 and 2: To
demonstrate the convergence behaviour of the proposed algo-
rithms, we plot the total e2e latency as a function of the
iteration index with M = 8 UEs, K = 2 ESs and different
values of the fairness parameter q = {8, 10}. First, we can
observe from Fig. 3 that the total e2e latency (i.e., the
objective function) is monotonically decreasing and converges
within about five iterations. More importantly, Algorithm 2
is likely to achieve the same performance as Algorithm 1,
which confirms the effectiveness of the proposed distributed
algorithm. Although the distributed solution requires more
iterations to converge than the centralised method, its com-
plexity of per-iteration and processing time in solving the
local problems are significantly reduced. This is practically
attractive for networks of medium-to-large sizes.

2) Impact of the Fairness Parameter q on the Performance
of Algorithm 2: We now investigate the impact of the fairness
parameter in the distributed solution. To measure the fairness
among UEs, we consider the well-known Jain’s fairness index,
which is given by

J(τ1, τ2, . . . , τM ) =

(∑M
m=1 τm

)2
M
∑M

m=1 τ
2
m

(52)
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Fig. 3. Convergence behavior of Algorithms 1 and 2 with M = 8 UEs,
K = 2 ESs and q = {8, 10}.

Fig. 4. The e2e latency distribution among 8 UEs: (a) q = 5, (b) q = 8,
(c) q = 10, (d) q = 12 under Algorithm 2 with ρ = 2.

where τm is the optimum e2e latency of the m-th UE. Fig. 4
plots the e2e latency of all individual UEs for different values
of the fairness parameter (q). As can be seen that when q varies
from 5 to 12, the fairness index of UEs considerably increases
which indicates the effectiveness of the fairness-aware design
in the distributed solution. More specifically, when the fairness
parameter is set to q = 5, the difference between the highest
latency and the lowest among the latency distribution of 8
UEs in Fig. 4a is considerably large, which is reflected in
the Jain’s fairness index approximately 0.979. Meanwhile,
Fig. 4b experiences a better fairness, where the Jain’s index is
improved to 0.996 with q = 12.

3) Performance Comparison: In Fig 5, we illustrate the e2e
latency vs the maximum task complexity ηm ≜ Cm/Dm,∀m
for different resource allocation schemes. As seen, the pro-

Fig. 5. Performance comparison between Algorithm 1 and baseline schemes
versus the task complexity.

Fig. 6. The consensus evolution of fue
mk over the iteration index with different

values of ρ.

posed solution with joint communication and computation
variables outperforms baseline schemes in terms of the total
e2e latency, especially when computational tasks become more
complicated. For instance, when the maximum task complexity
reaches to 400 cycles/byte, the proposed solution achieves
lower latency than that in the fixed processing rate and the
fixed offloading schemes about 5 ms and 10 ms, respectively.
It is important to note that the fixed offloading scheme
experiences the worst performance among the other baseline
schemes, which clearly demonstrates that the optimisation of
task offloading portions plays a vital roles in minimising the
execution time of computational tasks in edge computing.

4) Consensus Evolution of the Distributed Algorithm 2: The
impact of Lagrange parameter ρ on the consensus evolution
of fue

mk is investigated in Fig. 6. It can be observed that ρ
has a strong impact on the total e2e latency as well as the
consensus behaviour of the local processing rate of UEs.
Algorithm 2 with ρ = 2 offers better total e2e latency,
compared with other settings. In particular, the obtained total
latency with ρ = 2 is smaller than the scheme with ρ =
20 by approximately 1 ms. In addition, Fig. 6 reveals that
the consensus procedure works effectively for all values of ρ.
In this regard, the difference between optimised values of UEs’
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Fig. 7. The impact of UEs’ energy budget and the deviation of processing
rate.

Fig. 8. The impact of the task complexity under different values of energy
consumption budget.

local processing rate approaches zero at the convergence point,
which confirms that the proposed distributed solution works
properly in solving the original optimisation problem.

5) Impacts of UEs’ Energy Consumption Budget: Fig. 7
illustrates the impacts of the UEs’ energy consumption budget
as well as the deviation value of processing rates. In partic-
ular, it can be clearly seen that when the maximum energy
requirement of UEs (Emax

m ) increases, the total e2e latency
of UEs significantly reduces. For instance, in the perfect pro-
cessing rate estimation (f̂ = 0), the total e2e latency declines
approximately 2 ms when Emax

m reaches 4 mJ. Additionally,
Fig. 7 shows that the more accurately the DT estimates the
processing rate, the better the performance can be obtained.
In this regard, when the DT perfectly estimates the processing
rate of UEs and ESs, the total e2e latency is smaller than the
scheme with 3% deviation around 1 ms.

6) Impacts of Task Complexity: Fig. 8 investigates the
impact of the task complexity on the system performance.
We can see from the figure that the total latency steadily
increases when the task complexity increases. For instance,
in the scheme with Emax

m = 5 mJ, the total latency expe-
riences a steady rise from about 11 ms to 20 ms when
the maximum task complexity reaches 400 cycles/byte. More
interestingly, Fig. 8 also shows the offloading behaviour of

Fig. 9. The impact of ESs’ processing rate and the offloading behaviour.

UEs among different levels of task complexity. When the
computational task becomes more and more complicated to
be processed, the offloading portion gradually increases to
minimise the processing latency. In this regard, in the scheme
with Emax

m = 3 mJ, the average offloading portion rises
by 12% when the maximum task complexity increases from
200 to 400 cycles/byte, which validates the effectiveness of
the proposed solution for task offloading.

7) Impacts of ESs’ Processing Rate: For the purpose of
investigating the effect of ESs’ computing capacity on latency
reduction, we run simulations with different values of the
maximum ESs’ processing rate (F es

max). Fig. 9 illustrates the
total e2e latency, the total ESs processing latency and the
average offloading portion in the scenario of M = 8 UEs and
K = 2 ESs. Firstly, it can be seen that when ESs are equipped
with more computing power, the total e2e latency gradually
declines. Specifically, the total e2e latency is decreased with
2 ms when the computing capacity of ESs increases from
10 to 15 GHz. Secondly, Fig. 9 also shows a similar trend
in the total ESs’ processing latency among different levels of
the maximum ES’s processing rate. Finally, the ES computing
capacity increases from 10 to 15 GHz, the average offloading
portion of UEs steadily rises from around 62% to over 72%.
And again, these results demonstrate that the proposed solution
for task offloading executes accurately to reduce latency.

VII. CONCLUSION AND FUTURE WORK

In this paper, we have studied the distributed resource
management in DT-assisted edge computing with ultra-reliable
and low latency communications. The addressed problem
comprehensively optimises communication and computation
resources, such as bandwidth allocation, transmission power,
offloading policies, and processing rates of UEs and ESs.
We have introduced a newly fairness-aware latency minimisa-
tion framework, which helps provide a fairer solution without
the need of complicated design. To solve the formulated
problem, both centralised and distributed approaches have
been proposed to achieve at least a locally optimal solution.
More importantly, the distributed solution with the ability of
parallel processing not only reduces execution time but also
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has strong applicability to large-scale networks. Extensive sim-
ulation results have been provided to validate the effectiveness
of the proposed solutions in terms of the convergence and the
total e2e latency as well as demonstrating the impact of many
involved parameters in the system.

For future works, a promising direction would be a deeper
interaction of the DT concept with other edge computing
problems, such as joint computation, communication and
caching, popularity-aware task offloading and freshness-aware
model, etc. In the development of more adaptive and intelligent
solutions, machine learning-based approaches can be exploited
to provide real-time solutions for resource management in the
practical deployment of edge computing systems.

APPENDIX

Following inequality [9, eq. (73)], [46], we can show that

z ln(1 +
x

y
) ≥ 2z̄ ln(1 +

x̄

ȳ
) +

z̄x̄

x̄+ ȳ

(
2− x̄

x
− y

ȳ

)
− ln (1 + x̄/ȳ)

z
z̄2 (53)

with x > 0, y > 0, z > 0, and (x̄, ȳ, z̄) are the feasible point of
(x, y, z). By letting z = bmk, z̄ = b

(i)
mk, x = pmk(L− 1)σ2

mk,
x̄ = p

(i)
mk(L− 1)σ2

mk, y = pmkδ
2
mk +1, and ȳ = p

(i)
mkδ

2
mk +1,

the global lower bound of the function Gmk (bmk, pmk) is
given as

Gmk (bmk, pmk)

≥ 2 b(i)mk ln
(
1 +

p
(i)
mk(L− 1)σ2

mk

p
(i)
mkδ

2
mk + 1

)

+
b
(i)
mk

(
p
(i)
mk(L− 1)σ2

mk

)(
2− p

(i)
mk/pmk − f

(i)
mk)

)
p
(i)
mk(L− 1)σ2

mk + (p(i)
mkδ

2
mk + 1)

−
ln
(
1 + p

(i)
mk(L− 1)σ2

mk/
(
p
(i)
mkδ

2
mk + 1

))
(b(i)mk)2

bmk

≜ G(i)
mk (bmk, pmk) (54)

where f
(i)
mk = pmkδ2

mk+1

p
(i)
mkδ2

mk+1
. It is noted that G(i)

mk (bmk, pmk)

is a concave function, satisfying G(i)
mk

(
b
(i)
mk, p

(i)
mk

)
=

Gmk

(
b
(i)
mk, p

(i)
mk

)
.

Next, we apply the following inequality [9, eq. (75)]

√
x ≤

√
x̄

2
+

x

2
√
x̄

(55)

with x = bmk, x̄ = b
(i)
mk to approximate Wmk (bmk) as

Wmk (bmk) ≤ Q−1(ϵmk)√
ϕB


√
b
(i)
mk

2
+

bmk

2
√
b
(i)
mk


≜ W(i)

mk (bmk) (56)

which is a linear function in bmk.
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