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Abstract— HTTP Adaptive Streaming has become a popular
solution for multimedia delivery nowadays. However, due to
network bandwidth fluctuations, video quality strongly varies
during streaming. Therefore, a key challenge in HTTP Adaptive
Streaming is how to evaluate the overall quality of a streaming
session. In this article, a machine learning approach is proposed
for overall quality prediction, where each segment in a streaming
session is represented by a set of features. Two options of the
feature set are investigated. In the first option, we use four
features, namely segment quality, content characteristics, stalling
duration, and padding. The second option consists of three
features, namely bitstream-level parameters, stalling duration,
and padding. The features are fed into a Long Short Term
Memory (LSTM) network that is capable of exploring temporal
relations between impairment events of quality variations and
stalling events. The overall quality is predicted from the outputs
of the LSTM network using a linear regression module. Through
experimental results, it is shown that the proposed approach
achieves a high prediction performance and outperforms seven
existing approaches. Especially, the second option is found to
be both efficient and effective. The source code of the proposed
approach has been made available to the public.

Index Terms— Quality of experience, video adaptive streaming,
subjective test, machine learning approach, long short term
memory.

I. INTRODUCTION

TTP Adaptive Streaming (HAS) has become a

cost-effective means for multimedia delivery nowadays.
In HAS, a video is encoded into multiple versions with
different quality levels, each is divided into a sequence of short
segments [1]. Segments are hosted on common Web servers.
Based on network status, a client decides suitable versions of
segments and sends HTTP requests for the versions to the Web
server. Due to network bandwidth fluctuations, the selected
versions may vary strongly during a streaming session, causing
quality variations. Also, stalling events may occur if segments
cannot arrive at the client before their playback deadlines
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Fig. 1. An illustration of quality variations and stalling events.
as illustrated in Fig. 1. A main challenge in HAS is how
to evaluate the overall quality of a streaming session given
impacts of quality variations and stalling events [2].
Generally, there are two quality measures of a streaming
session, namely instantaneous quality and overall quality.
Note that both measures are mentioned in Recommendations
ITU-R BT.500-13 [3] and ITU-T P.880 [4].

o Instantaneous quality means the momentary quality per-
ceived at any instant during a streaming session.

e Overall quality means the perceived quality of a whole
session which is rated at the end of the streaming session.

For service providers, it is important to measure both the
instantaneous and the overall quality for providing the highest
possible quality of experience for users. The instantaneous
quality measure is meaningful for understanding immediate
reactions of users to impairment events, i.e., quality variations
and stalling events [5]-[7]. So far, there have been some
studies related to the instantaneous quality assessment and
modeling [7]-[9]. Meanwhile, the overall quality measure is
important in understanding the quality of service they are
providing [5], [10]. In this study, we focus on the overall
quality measure.

Most existing approaches for overall quality prediction
are analytical model-based approaches [11]-[13]. In these
approaches, the impacts of quality variations are modeled
using some statistics such as the number of quality switches,
the average, the minimum, and the histogram of segment qual-
ity values. As for the impacts of stalling events, the number of
stalling events, the sum and the histogram of stalling durations
are commonly used. In order to predict the overall quality,
these statistics are pooled using analytical functions such as
linear function [11], [12] and logarithm function [13]. Among
the existing approaches, some have jointly taken into account
the impacts of quality variations and stalling events [11], [14].

In the literature, there exist only a few advanced machine
learning approaches for overall quality prediction such
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as [15], [16]. This is partly because of the lack of sufficient
datasets for training. In particular, most publicly available
datasets suffer from two key problems. First, the sizes of
these datasets are rather small (e.g., 15 sessions in [17]),
which is likely to result in over-fitting when training in
machine learning approaches. Second, the existing datasets
do not reflect realistic streaming scenarios because 1) the
included sessions are very short, typically less than 20 seconds
(e.g., [18], [19]), and 2) only either quality variations [17] or
stalling events [20] are considered.

To the best of our knowledge, the study in [15] presents the
first advanced machine learning approach for overall quality
prediction, in which a random neural network is employed.
The inputs of the approach consist of the average of quan-
tization parameter values over all macro blocks of all video
frames, the number of stalling events, the average and the
maximum of stalling durations. The approach is evaluated
using a dataset which contains 118 streaming sessions with
a length of 16 seconds.

In [16], the authors propose another advanced machine
learning approach, which uses a regression model to make
overall quality prediction. In their proposed approach, each
streaming session is characterized by 5 statistics, namely
the average of segment quality values, the time over which
segment quality decreases took place, the time since the last
impairment event (i.e., either a stalling event or a segment
quality decrease), the total stalling duration, and the number
of stalling events. Three regression models of linear regression,
Support Vector Regression (SVR), and ensemble methods are
considered. By using a dataset consisting of 112 sessions
with a length of approximately 72 seconds, it is found that
SVR achieves the highest average prediction performance.
Note that the sessions in the dataset are generated from
8 hand-crafted quality variation patterns, each contains only
one segment quality decrease and two stalling events at
most.

In the latest stage of ITU-T P.1203.3 standardization [21],
an advanced machine learning approach is proposed for pre-
dicting the overall quality of streaming sessions. The approach
uses a random forest model whose inputs include various
statistics such as the first, the fifth, and the tenth percentiles of
segment quality values, the sum of stalling durations, and the
number of stalling events. In [22], the approach is validated
using sixty 60-second long sessions and fifteen 240-second
long sessions.

In most existing approaches [11]-[16], [21], both analytical
model-based and advanced machine learning approaches, their
inputs are some statistics of a session as described above.
However, such statistics cannot fully reflect the impairment
events (i.e., quality variations and stalling events) occurring
in a streaming session since the temporal relations between
impairment events are lost. For instance, with the same number
of stalling events and the same sum of stalling durations,
consecutive stalling events may cause more negative impacts
than intermittent ones. Therefore, it is necessary to develop
an approach that can exploit the temporal relations between
impairment events in a streaming session. This is the main
motivation of our study.
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In this study, we propose a new machine learning approach
for overall quality prediction of HAS sessions. In the proposed
approach, the inputs are taken on a segment basis instead
of statistics on a session basis. In addition, we employ
Long Short Term Memory (LSTM) networks for pooling the
inputs because it can exploit the temporal relations between
impairment events by using a memory [23]. In the literature,
LSTM networks are applied for some tasks related to quality
prediction such as instantaneous quality prediction [7] and
response time prediction of services [24]. However, so far,
there exists no study that employs LSTM networks to predict
the overall quality of HAS sessions.

Our main contributions in this study are summarized as
follows.

o First, we propose a new machine learning approach,
which uses an LSTM network to predict the overall
quality of HAS sessions. Each segment is attributed by
some segment features. To the best of our knowledge,
this is the first study using inputs on a segment basis and
pooling them using LSTM network for overall quality
prediction.

o Second, we investigate two different LSTM network
types, namely basic and advanced LSTM networks. Espe-
cially, we examine the impact of padding on the per-
formance of the proposed approach. Also, two different
options (namely complex and simple) of input features
are proposed and analyzed. The complex option is com-
posed of segment quality, content characteristics, stalling
duration, and padding. The simple option consists of
bitstream-level parameters, stalling duration, and padding.

o Third, the proposed approach is evaluated using three
datasets. The first consists of 515 sessions, 332 of which
are obtained from a real streaming testbed. The sessions
have lengths from 60 to 76 seconds. The second is
composed of 120 sessions with the duration of 1 minute.
The third dataset contains 588 sessions, each is 8 seconds
in length. Experimental results show that the proposed
approach achieves high prediction performance. In addi-
tion, we conduct a comparison of prediction perfor-
mance between the proposed approach and seven existing
approaches. It is found that the proposed approach out-
performs the reference approaches.

A part of this work has been presented in [25]. Compared
to the previous work, this study has the following new points.
First, we improve the proposed approach by using an advanced
LSTM network. Second, a new (simple) option of the feature
set is proposed, which is found to be both efficient and effec-
tive. Third, we include five additional metrics, which are used
to represent the segment quality feature. Fourth, we investigate
whether or not the addition of the switching frequency feature
to the inputs of the LSTM network is able to improve the
performance of the proposed approach. Fifth, an extensive
evaluation of LSTM-network-related issues is carried out,
including padding options and the number of hidden units.
In addition, a comparison is conducted between the LSTM
networks and a simple regression model of Support Vector
Regression (SVR). Sixth, three more existing approaches,
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Fig. 2.

Architecture of the proposed approach.

which are proposed in [7], [12], [14], are implemented and
compared to the proposed approach. Seventh, two datasets
are additionally used to evaluate the performances of the
approaches.

The rest of this article is organized as follows. Section II
presents the architecture of the proposed approach. The options
of the feature set are described in Section III. Section IV
presents datasets and experiment settings to evaluate the
performance of the proposed approach. An analysis of input
feature options is presented in Section V. The performances of
LSTM network types and their related settings are provided in
Section VI. Section VII presents a comparison of performance
between the proposed approach and seven existing approaches.
In Section VIII, some discussions on the proposed approach
are presented. Finally, conclusions are given in Section IX.

II. ARCHITECTURE OF THE PROPOSED APPROACH

In this section, we first present the general architecture of
the proposed approach. Then the two LSTM network types
used in this study are described in detail.

A. General Architecture

Fig. 2 shows the architecture of the proposed
approach. In particular, a streaming session is considered as
a series of segments, each is attributed by a set of features.
The features are then fed into an LSTM network. The outputs
of the LSTM network are used to predict the overall quality
of the streaming session through a linear regression module.

Let bold capital letters (e.g., X), bold lowercase letters
(e.g., x), and italic letters (e.g., X) denote matrices, vectors,
and scalars, respectively. T denotes the number of segments
in the streaming session. Let

x/
xf
;= . (D
x!
be the feature vector of segment t (1 <t < T) with M being
the number of features per segment.
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Fig. 4.  baLSTM network.

Let y € R? denote the output of the LSTM network. The
overall quality Q is calculated by

Q=wy+b,, (2)

where w, and b, are parameters to be learned.

In this study, we use two LSTM network types, called
basic (baLSTM) and advanced (adLSTM) networks. In the two
following subsections, the relationships between the inputs and
the outputs of these network types are presented in detail.

B. Basic LSTM Network (baLSTM)

In the baLSTM network, each vector x; is connected to
the corresponding hidden state h, via an LSTM unit [26]
as shown in Fig. 4. Note that the LSTM unit is shared for
all the segments. Fig. 3 shows the architecture of the LSTM
unit. Specifically, the hidden state h, is calculated using the
following equations.

¢ = tanh(ngxt + Vghhtfl + bg), (3)
i; = sigm(WixX; + Vighi—1 +b;), (4)
f; = sigm(Wyex, + Vyphi—1 +by), (5)
o; = sigm(WoxX; + Vorhi—1 +by), (6)
¢=f0c1+i0¢, (7
h; = o; © tanh(cy), ®)

where the parameters of W € RIM 'y ¢ RI¥d and b € RY
are learned during the training process, d is the number
of hidden units, and © denotes the element-wise product.
i;, f;,0;, and ¢; are respectively the output vectors of the
input gate, the forget gate, the output gate, and the memory
cell. They are important components to enable the LSTM unit
to exploit the temporal relations between impairment events.
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In particular, the input gate i; chooses whether or not to add
new information ¢, from the current inputs to the memory
cell ¢;. The forget gate f; selects and removes old information
¢, from the memory cell. The output gate o, selects useful
information from the memory cell ¢; to update the hidden
state h;. The output of the baLSTM network is the hidden
state hy corresponding to the last segment.

y=hr. ©)

C. Advanced LSTM Network (adLSTM)

It is well known that the overall quality strongly depends on
the temporal relations between impairment events [27]. There-
fore, the bidirectional [28] and attention mechanisms [29] are
applied to enhance the learning capability of the temporal rela-
tions. Different from the baLSTM network that consists of only
the forward layer, the bidirectional LSTM network includes
both the forward (i.e., positive time direction) and backward
(i.e., negative time direction) layers as shown in Fig. 5.
This enables to determine the impact of the current event in
relation to both past and future events. Regarding the attention
mechanism, it is responsible to decide key events of high
attention by computing the weights of hidden states.

In particular, each vector x; is first fed into two LSTM
gits to compute two corresponding hidden states, denoted
h; for the forward layer and h, for the backward layer. The
architectures of these LSTM units are similar to that used in
the baLSTM network. In particular, h, and h; are calculated
by the following equations.

— — ——

¢ = tanh(ngX, +Vghht71 + bg), (10)

— ) — —— =

i; =sigm(Wixx; + Vighi—1 + b;), (1)

— . — ——

f; = sigm(Wgeex, + Verhi—1 +by), (12)

— . —> ——

0; = sigm(WoxX; + Vorhi—1 4+ by), (13)
— - =

G =f0¢a+i 0&, (14)

%

h, = 0] O tanh(<)), (15)

<« < ——

¢ = tanh(Wy X, + Verh,_1 + by), (16)

<~ . < —<—

i; = sigm(Wixx; + Vighi—1 + b;), (17)

<« . P e

f; = SLgm(fox, + Vb +by), (18)
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«— . < —<— <
0 = Slgm(woxxt + Vorhi 1 + bo), (19)
<= — <
G =1 o0&+ O&, (20)
b, = & O tanh(&), @1)

— — —

where the parameters of W € R>*M |V ¢ R¥*4 b e RY,
W dxM 7 dxd Y d :

W e R , V e R4 and b € R? are learned in the
training process. N
(_Then, the outputs of the bidirectional LSTM network h; and
h; are aggregated using element-wise addition as follows.

P
h'=h @ h. (22)

Let H* = [h{,h],... h}] € R?*T be a matrix consisting of
the output vectors hf. The weights of the hidden states are
calculated by the following equation.

o = softmax(w!, tanh(H*)), (23)

where wa, € RY is a parameter to be learned.
Finally, the output of the adLSTM network is given by

y = H*a’. (24)

II1. INPUT FEATURES

In this section, we will propose two input choices, called
complex option and simple option, of the feature set. In each
option, the features could be divided into three groups, namely
stalling duration, padding, and quality variations. The features
of stalling duration and padding are the same for both the
options. The aim of using the stalling duration feature is to rep-
resent the impacts of stalling events occurring in a streaming
session. For the padding feature, it is to ensure that all sessions
have the same length in the training process of the LSTM
networks. Besides, to reflect the impact of quality variations,
two different feature sets are considered in the two options.
Particularly, the complex option (denoted I7) includes two
features of segment quality and content characteristics, which
may be very costly to obtain. For the simple option (denoted
12), the features are based on bitstream-level parameters, which
can be easily extracted from a bitstream. In the following,
the features will be described in detail.

A. Complex Input Option (11)

As mentioned, each segment is attributed by a number of
features. In the first option, there are four features, namely
segment quality, content characteristics, stalling duration, and
padding.

1) Segment Quality: The segment quality feature can
be represented by various quality metrics. In this study,
we consider eight metrics, namely S-MOS [12], Bitrate (BR),
PSNR, PSNR-HVS [30], PSNR-HVS-M [31], SSIM [32],
MS-SSIM [33], and VIF [34]. The description of these metrics
is presented in Table I. Among these metrics, only the six met-
rics of S-MOS, PSNR-HVS, PSNR-HVS-M, SSIM, MS-SSIM,
and VIF do take into account human visual system properties.
It should be noted that some quality metrics (e.g., PSNR and
its variants) are easy to measure, whereas the S-MOS metric
is very time-consuming to obtain.
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TABLE I
METRICS USED TO REPRESENT THE SEGMENT QUALITY FEATURE

Notation Description

S-MOS Mean opinion score of a segment [12]

BR Bitrate of a segment

PSNR Peak Signal-to-Noise Ratio of a segment
PSNR-variant modified to take into account the Human

PSNR-HVS Visual System (HVS) properties [30]
PSNR-HVS-variant modified to take into account

PSNR-HVS-M | between-coefficient masking of Discrete Cosine Trans-
form (DCT) basis functions [31]

SSIM Structural Similarity of a segment [32]

MS-SSIM Multi-Scale Structural Similarity of a segment [33]

VIF Visual Information Fidelity of a segment [34]

2) Content Characteristics: It is well known that video
quality may be affected by content characteristics [35]. Similar
to [35], two dimensions of content characteristics, namely
spatial complexity and temporal complexity, are taken into
account in the proposed approach.

To represent the spatial complexity of each segment, we use
the Spatial Variance (SV) metric [35], [36]. This metric
is calculated from the MPEG-7 edge histogram algorithm.
Specifically, each frame in a segment is firstly divided into
4 x 4 sub-blocks, and then a histogram of five edge types
(vertical, horizontal, 45°, 135°, and non-direction) is calcu-
lated for each sub-block [36]. Let S;,, denote the average edge
histogram value for all sub-blocks in the /" frame with edge
type m € {0, 1,2,3,4}. The SV value of a segment is derived
by

| Ni—1 Ny—1
SV = —— Sim» (25)

where N; and N,, are respectively the total number of frames
in the segment and the total number of edge types.

To represent the temporal complexity of each segment,
two metrics calculated from motion vectors are used. The
first metric, denoted MMM, is the mean of motion vector
magnitudes in a segment. The second metric, denoted SMM,
is the standard deviation of motion vector magnitudes. Note
that, since the three metrics of SV, MMM, and SMM are
independent, they are all fed into the LSTM network.

3) Stalling Duration: The stalling duration feature of a
segment is represented by the amount of time (denoted SD)
that the user has to wait since the end of the previous segment
until the start of the current segment. If the current segment
arrives at the client before the playback of the previous
segment finishes (called the playback deadline), SD is set to
0. Otherwise, a stalling event occurs and SD is a positive
value. Note that the number of stalling events is the number
of segments with SD larger than 0.

4) Padding: In practice, streaming sessions usually have
different lengths (i.e., the number of segments). Hence,
we employ zero-padding method in the training process to
ensure that the sessions have the same length. In particular,
some segments, called padded segments, are appended to the
beginning of every session so that its length is the same as the
length of the longest session. To differentiate the padded and
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actual segments, we define a boolean variable PS as follows.

1, if segment ¢ is a padded segment

PS(t) = (26)

0, otherwise

Note that, for all padded segments, their other features such as
segment quality, content characteristics, and stalling duration
take a value of 0. To investigate the impact of padding on the
performance of the proposed approach, an evaluation of four
different padding cases will be presented in Subsection VI-B.

Fig. 6 illustrates the normalized feature values of a stream-
ing session and the corresponding bandwidth trace. We can see
that the first fourteen segments are padded segments (i.e., PS =
1). The remaining ones are actual segments (i.e., PS = 0).
Also, because of bandwidth fluctuations (as shown in Fig. 6b),
the segment quality (i.e., the S-MOS values in Fig. 6a) varies
during the streaming session. In general, segment quality is
improved as the bandwidth increases, and vice versa. In this
session, there are in total three stalling events occurring at
the 27,397 and 49'" segments where SD > 0. As the SV
values are stable, this session does not have significant changes
in the spatial complexity. Meanwhile, the temporal complexity
(i.e., the MMM and SMM values) varies drastically.

B. Simple Input Option (12)

In practice, the features of segment quality and content char-
acteristics are generally very costly since it is time-consuming
to obtain these features and resource-consuming to store.
Therefore, we additionally propose another option, denoted
12, which is simpler and can be directly employed in practice.
Particularly, the features in this option include:

« Bitstream-level parameters

o Stalling duration

o Padding

Here, the features of stalling duration and padding are the
same as the complex option. The bitstream-level parameters
include Quantization Parameter (QP), bitrate, resolution, and
frame-rate. QP is calculated as the average of quantization
parameter values over all macro-blocks of all frames in a seg-
ment. The other parameters are simply the bitrate, resolution,
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TABLE II

SETTINGS OF HAND-CRAFTED SESSIONS
FOR THE NEWLY CREATED DATASET

(a) Settings of versions

Version vl I v2 I v3 I v4 I V5
oP 26
Resolution | 1280x720 ‘ 854480 ‘ 640%360 ‘ 426x240 ‘ 256144

(b) Versions of segments

Version 710 | 1120 [ 2130 | 3140 | 4150 | 5160

#1 vl vl vl vl vl vl

#2 v2 v2 v2 V2 v2 v2

#3 v3 v3 v3 v3 v3 v3

#4 v4 v4 v4 v4 v4 v4

#5 v5 V5 v5 v5 v5 v5

#6 vl v2 vi v2 vl v2

#7 vl v3 vI v3 vl v3
Session #8 vl v4 vl v4 vl v4
#9 vl V5 vl V5 vl v5

#10 v2 v3 V2 V3 v2 v3

#11 v2 v4 v2 v4 v2 v4

#12 v2 V5 v2 V5 v2 v5

#13 v3 v4 v3 v4 V3 v4

#14 v3 V5 v3 v5 v3 v5

#15 v4 V5 v4 v5 v4 V5
#16—#42 vl vl vl vl vl vl

(c) Stalling durations

Session Durations of Stalling Events (7},)
Ty [T5 (T3 [Ty [T5 [ Ts

#1—#15 —

#16 0.25

#17 0.5

#18 1

#19 2 -

#20 3

#21 4

#22 025 | 05 |

#23 0.25 2

#24 0.25 4

#25 0.5 T T T

#26 0.5 3

#27 1 2

#28 T 4

#29 2 3

#30 3 4

#31 025 [ 0.5 I

#32 0.25 1 3

#33 0.5 1 2

#34 0.5 2 4

#35 1 2 3

#36 2 3 4

#37 0.25 [ 0.5 1 2

#38 0.5 1 2 3

#39 1 2 3 4

#40 0.25 [ 0.5 1 2 3

#41 0.5 1 2 3 4

#42 025 | 05 1 2 3 4

and frame-rate of a segment. Obviously, these parameters are
very basic and can be easily extracted from a video bitstream.
Note that, among these parameters, bitrate is actually a choice
of quality metrics in the complex option.

In Section V, an evaluation of the performance is conducted
for both the input options, where the focus is on the choice of
the best segment quality metric and the benefits of different
features.

IV. DATASETS AND EXPERIMENT SETTINGS

In this section, we first describe the generation of datasets.
Then we present some experiment settings such as the training
parameters of the proposed approach, cases of input features,
and performance evaluation metrics used in this study.

A. Dataset

To address the problem of lack of training data, the dataset
used in this study is combined from three datasets. The
first and second datasets are from our previous work
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TABLE III

SETTINGS OF VERSIONS USED TO GENERATE REAL STREAMING
SESSIONS FOR THE NEWLY CREATED DATASET

. . Average bitrate
Version | QP | Resolution Video #T T Video 2

1 26 256 % 144 223 377
2 24 256 x 144 268 477
3 26 426x240 484 903
4 24 426 %240 577 1146
5 26 640%360 841 1589
6 24 640 %360 1003 2018
7 26 854 x480 1213 2308
8 24 854 %480 1453 2926
9 26 1280720 1948 3692
10 24 1280720 2378 4683

of [11] and [37]. The remaining dataset is newly created
by conducting a subjective test using the same procedure as
in [11], [37].

In the third dataset, there are totally 144 sessions, which
are generated from two 1-minute long videos (denoted Video
#1 and Video #2). Note that these videos are different from
those used in the first and second datasets. To generate the
sessions, the individual videos are first divided into 1-second
long segments and encoded using H.264/AVC (libx264) with
a frame-rate of 24fps. Then, for each video, 72 sessions
consisting of 42 hand-crafted sessions and 30 real streaming
sessions are generated.

Table I shows the settings of the hand-crafted sessions.
In particular, they consist of 5 sessions having no quality
variation and no stalling event (i.e., #1—#5), 10 sessions
having periodic quality variations with the period of 10 seg-
ments and no stalling event (i.e., #6—#15), and 27 sessions
containing from 1 to 6 stalling events with the durations
of 0.25s, 0.5s, 1s, 2s, 3s, and 4s and no quality variation
(i.e., #16—#42). Note that, to create these sessions, each
segment is encoded into 5 versions with QPs and resolutions
shown in Table Ila. In addition, stalling events are regularly
introduced into sessions #16—#42.

With respect to the real streaming sessions, each segment is
encoded into 10 versions corresponding to different QP values
and resolutions as shown in Table III. To decide the versions
of segments, we use two adaptation methods of [38], [39],
which are run in a streaming testbed using bandwidth traces
from a mobile network. The real streaming sessions consist of
both quality variations and stalling events.

Similar to prior studies [11], [37], the test conditions
are designed following Recommendation ITU-T P913 [40].
In order to minimize subjects’ fatigue, the subjective test is
divided into four parts that are conducted in different days.
The duration of each part is approximately 50 minutes. Every
20 minutes there is a break of 10minutes. Each subject takes
part in at most two test parts. Before doing actual subjective
tests, subjects are trained to get accustomed to the rating
procedure and the range of video quality scores. The sessions
are randomly displayed on a Il4-inch screen and a black
background. At the end of each session, each subject gives
a rating score with the score range from 1 (worst) to 5 (best).

Totally, 53 subjects between the ages 18 and 41 take part
in the subjective test. The total time of the subjective test is
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Fig. 8. Content characteristics per segment of videos used in the datasets.

approximately 78 hours. A screening analysis of the test results
is performed following Recommendation ITU-T P.913 [40],
and two subjects are rejected. After eliminating the scores
of the rejected subjects, each session is rated by 21 valid
subjects. The subjective overall quality value of each session
is calculated as the average score of the valid subjects.

Fig. 7 shows the 95% confidence intervals of the subjective
overall quality values for the three datasets. We can see that
the confidence intervals of the three datasets are in the same
range from O to 0.45. In addition, the confidence intervals are
generally smaller at the two ends of the score range. This is
because subjects are more confident in rating 1) sessions of
very high (or very low) quality scores and 2) sessions with
small quality variations.

The combined dataset consists of totally 515 sessions with
183 hand-crafted sessions and 332 real streaming sessions
generated from 5 different videos (i.e., Video #l1, Video
#2, Video #3, Video #4, and Video #5). The lengths of
the sessions are from 60 to 76 seconds. Fig. 8 shows the
content characteristics of spatial complexity (SV) and temporal
complexity (MMM) per segment of the used videos. It can
be seen that the content characteristics of the used videos
diverge considerably. In particular, Video #1 has medium
spatial complexity and very low temporal complexity, and both
characteristics are almost constant. Meanwhile, the spatial and
the temporal complexity of the other videos is dramatically
variable. Specifically, the variation of the spatial complexity
(i.e., SV values) is generally in a high range for Videos #3 and
#5, a medium range for Video #2, and a low range for Video
#4. For the temporal complexity, the MMM values of all these
four videos range greatly from low to high levels.

B. Training Parameters and Cases of Input Features

To evaluate the prediction performance of the proposed
approach, the dataset is randomly divided into a training set
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of 412 sessions and a test set of the 103 remaining sessions.
The division is repeated 100 times, resulting in 100 pairs of
training and test sets. The results presented in the following
sections are the average values over the 100 pairs of training
and test sets.

In the training process, the loss function is calculated as the
root mean square error between the predicted quality values
and the corresponding subjective quality values. This function
is minimized using batch gradient descent method based on
Adam optimization algorithm [41]. The parameters of the
Adam algorithm are set as follows: f; = 0.9, f» = 0.999,
€ = le —08. The learning rate is set to 0.01. We test different
numbers of epochs e from 500 to 7000 with a step size of 500.
Regarding the setting of LSTM network, the number of hidden
units d in the LSTM unit is set to three values of d € {1, 3, 5}.

To investigate the roles of the features in the proposed
approach, we consider four cases of input features in the first
option /7. In the first case (denoted Full), each segment is
represented by all the four features described in Subsection I1I-
A. For the three remaining cases, only three of the four features
are used. In particular, the content characteristic feature is
excluded from the inputs in the second case (denoted w/oCC).
In the third case (denoted w/oSD), the stalling duration feature
is not considered. For the last case (denoted w/0SQ), the seg-
ment quality feature is not used as the input of the proposed
approach.

In previous studies, switching frequency, i.e., the number
of segment quality switches, is investigated and employed to
predict the overall quality of streaming sessions [21]. In our
investigation, an additional option of the feature set, denoted
exll, which is an extended option of //, is investigated. Beside
the four features of the option /7, the option ex// addition-
ally takes into account the switching frequency feature. The
switching frequency feature of a segment is represented by
the cumulative number of segment quality switches since the
beginning of the session until the current segment.

C. Evaluation Metrics

Regarding performance evaluation metrics, we use Pear-
son Correlation Coefficient (PCC), Root Mean Square Error
(RMSE), and the Spearman rank-order correlation coefficient
(SROCC), which are averaged over the 100 test sets. The
PCC, RMSE, and SROCC are respectively used to measure the
linear relationship, difference, and rank correlation between
the overall quality values predicted from an approach and
the subjective overall quality values obtained by subjective
tests. Note that a higher PCC, a lower RMSE, and a higher
SROCC mean better prediction performance. These behaviors
are indicated by notations PCC (1), RMSE (), and SROCC
(1) in Tables 1V,V,VLVIL

V. ANALYSIS OF THE INPUT FEATURE OPTIONS
A. Performance of the Complex Option 11
In this subsection, we will investigate the impacts of the
features in the complex option 7/, especially the benefits

of content characteristics and the best quality metric for
segments. For this purpose, we evaluate the four cases of input
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Fig. 9. PCC values averaged over the 100 test sets for the Full case using
the different quality metrics of the option // and the adLSTM network.

features as presented in subsection IV-B. Here, the adLSTM
network is used, the number of epochs e is from 500 to 7000,
and the number of hidden units d is set to 5.

Fig. 9 shows the PCC values averaged over the 100 test
sets for the Full case using different quality metrics. It can
be seen that S-MOS consistently results in the highest PCC
values. This reveals that S-MOS is the best metric to represent
the segment quality feature.

Interestingly, although PSNR is a simple metric, its PCC val-
ues are just slightly lower than those of S-MOS. In particular,
the highest PCC value is 0.942 for PSNR (when the number
of epochs is 4000) and 0.966 for S-MOS (when the number
of epochs e is 1500). Besides, the PCC values corresponding
to PSNR-variants and VIF are also a little lower compared
to S-MOS. Hence, when content characteristics are included,
the metrics of PSNR, PSNR-variants, and VIF can also be used
instead of S-MOS to represent the segment quality feature.

Fig. 11 compares the best performance of the Full and
w/oCC cases for the test sets when using different segment
quality metrics. We can see that the Full case achieves
significantly higher performance compared to the w/oCC case
for all the metrics except for S-MOS. The largest perfor-
mance difference is found for PSNR and VIF. Meanwhile,
the Full and w/oCC cases have similar performance when
using S-MOS. This result implies that, when using S-MOS
to represent the segment quality feature, the additional use
of the content characteristic feature does not bring significant
improvements. Meanwhile, for the metrics of BR, PSNR,
PSNR-variants, SSIM, MS-SSIM, and VIF, it is beneficial to
include the content characteristic feature.

Among the three metrics of PSNR, PSNR-HVS, and
PSNR-HVS-M, the gain of the Full case compared to
the w/oCC case is largest for PSNR and smallest for
PSNR-HVS-M. This indicates that the PSNR-variants, which
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TABLE IV

BEST PERFORMANCE OF THE PROPOSED APPROACH FOR THE DIFFERENCE
INPUT CASES OF Full, w/oSD, w/0SQ, AND exI] USING S-MOS AND THE
adLSTM NETWORK FOR THE TEST SETS

Input

option PCC (1) | RMSE (J) | SROCC (1)
Full 0.966 0.248 0.965

w/oSD 0.838 0.518 0.820

w/0SQ 0.638 0.734 0.584
exll 0.963 0.257 0.963

additionally take into account the human visual system prop-
erties, are less dependent on content characteristics than the
original PSNR. A similar conclusion can also be found for
SSIM and its variant MS-SSIM.

Table IV shows the best performance of the proposed
approach for the different input cases of Full, w/oSD, w/oSQ,
and ex/!. It can be seen that the performance of the proposed
approach is significantly reduced when either the stalling
duration feature or the segment quality feature is excluded
from the inputs. In particular, when the stalling duration
feature is not considered (i.e., the w/oSD case), the PCC and
SROCC values drop respectively from 0.966 to 0.838 and from
0.965 to 0.820 while the RMSE value increases from 0.248
to 0.518. This indicates that stalling events have significant
impacts on the overall quality of a session. Compared to the
w/oSD case, the w/oSQ case results in a much lower PCC
value (i.e., 0.638 vs. 0.838), a much higher RMSE value
(i.e., 0.734 vs. 0.518), and a significantly lower SROCC value
(i.e., 0.584 vs. 0.820). This means that the segment quality
feature plays a more important role than the stalling duration
feature in the proposed approach.

In addition, we investigate whether or not the addition of the
switching frequency feature is able to improve the performance
of the proposed approach. From Table 1V, it can be seen that
in fact the switching frequency feature cannot bring significant
improvements. Even, this results in a slightly decrease of
the performance. In particular, the PCC, RMSE, and SROCC
values are respectively 0.966, 0.248, and 0.965 for the option
Full, and 0.963, 0.257, and 0.963 for the option ex//. This can
be explained by the fact that the switching frequency feature
cannot differentiate impacts of segment quality switches with
different switching degrees [37]. This is inline with [42] where
it is found that the impact of the switching frequency is
negligible on the overall quality.

It should be noted that, because S-MOS provides the best
performance, it will be used for the complex option // in the
rest of this article.

B. Comparison of Input Options

In this subsection, we present a performance comparison
of the simple option (/2), the complex option (/), and the
combination option of /7 and 12 (denoted //+12). The obtained
result of each option using the adLSTM network is shown
in Fig. 10. Note that the Full case and S-MOS quality metric
are used in the complex and combination options. From
Fig. 10, it can be seen that the performance of the complex
option and the combination option is the same for the test
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Fig. 10. Prediction performance of the proposed approach using the simple, the complex, and the combination options.

TABLE V

BEST PERFORMANCE OF THE PROPOSED APPROACH USING THE adLSTM , baLSTM NETWORKS, AND SVR MODEL

(a) adLSTM and baLSTM networks

Fig. 11.  Best performance of the proposed approach using the adLSTM
network for the Full and w/oCC cases of the option I/ over the test sets.

sets. Therefore, the additional use of the features in the simple
option does not bring considerable improvements. In other
words, the combination of the two options // and I2 is
redundant.

In addition, it is interesting to see that the performance of
the simple option 12 is very high. In particular, the best perfor-
mance, with PCC=0.963, RMSE=0.259, and SROCC=0.963,
is reached when the number of epochs is 3500. When the num-
ber of epochs increases beyond 3500, the training performance

adLSTM network baLSTM network Gain of adLSTM network
Option Training set Test set Training set Test set Test set
PCC | RMSE | SROCC | PCC | RMSE | SROCC | PCC | RMSE | SROCC | PCC | RMSE | SROCC
APCC | ARMSE | A SROCC
@™ (€3] @™ ) (€3] ()] ()] (€3] @™ ) @ @™
Full 0.976 | 0211 | 0977 | 0966 | 0250 | 0965 | 0978 | 0.205 | 0978 | 0967 | 0248 | 0965 | -0.001 | -0.002 0.000
;; [7oCC [ 0973 | 0218 | 0974 | 0966 | 0249 | 0964 | 0974 | 0216 | 0974 | 0967 | 0247 | 0965 | -0.00I | -0.002 ~0.001
w/oSD | 0.891 | 0424 | 0.876 | 0838 | 0519 | 0819 | 0871 | 0461 | 0858 | 0.827 | 0534 | 0.810 0.011 0.015 0.009
w/oSQ | 0.722 | 0646 | 0685 | 0638 | 0.734 | 0584 | 0685 | 0.678 | 0637 | 0.609 | 0751 | 0.551 0.029 0.017 0.033
1) 0.981 | 0.182 | 0.981 0.963 | 0259 | 0963 | 0979 | 0200 | 0978 | 0964 | 0257 | 0963 | -0.001 | -0.002 0.000
11+12 0.979 | 0201 | 0979 | 0966 | 0248 | 0966 | 0979 | 0202 | 0979 | 0967 | 0.250 | 0965 | -0.001 0.002 0.001
(b) SVR model
SVR model Gain of adLSTM network Gain of baLSTM network
Option Training set Test set Test set Test set
PCC (1) | RMSE (1) | SROCC (1) | PCC (1) | RMSE (]) | SROCC (1) | APCC | ARMSE | A SROCC | APCC | ARMSE | A SROCC
Full 0.816 0.547 0.813 0.805 0.564 0.813 0.161 0314 0.152 0.173 0.359 0.165
17 [weCC 0825 0.535 0.833 0.818 0.549 0.833 0.148 0.300 0.131 0.156 | 0333 0.141
Ww/oSD | 0812 0.554 0.794 0.799 0.573 0.794 0039 | 0054 0.025 0072 | 0.112 0.064
W/oSQ | 0448 0.839 0.464 0437 0.851 0.464 0.201 0.117 0.120 0.248 0.173 0.173
12 0.806 0573 0.799 0.792 0.592 0.799 0.171 0333 0.164 0.187 0392 0.179
T1+12 0.819 0.543 0313 0.806 0.566 0813 0.160 | 0318 0.153 0.173 0.364 0.166
=PCC (Ful) ZPCC (WoCC) SROCC (Full) is also (slightly) increased while the test performance is
o SROCC (w/oCC) mRMSE (Full) [ RMSE (w/0CC) margina]]y decreased.
= . .
E 10 7 ] . . - In the high range of the number of epochs (higher than
o q R " # A A . . .
208 o F / / a1 / ; 1500), the performance of the simple and complex options is
@ |#l ] | . .
206 1N W NS 7 I 7 7 A very close. Specifically, when the number of epochs is 1500
s l | v | ” vl . .
g 04 : / ’ / 7 / / ; (i.e., around the peak performance), the gain of the complex
I#| | . .
§0.2 / | 9 E i g I / ? ; option is 0.005 for PCC, 0.017 for RMSE, and 0.004 for
4 I H 4| i 1 . . . .
E 00 += - - . . - - - SROCC. As the simple option has much less complexity while

achieving a high performance, it can be said that the simple
option 12 is both efficient and effective. In addition, this result
implies that bistream-level parameters can replace segment
quality and content characteristics.

For in-depth understanding of the input options, the com-
parison is also conducted using a simple regression model
of SVR instead of the LSTM network. The result is shown
in Table V. It can be seen that similar conclusions can also be
made. In particular, the performance of the complex option //
(Full case) and the combination option //+12 is comparable
and both are just slightly higher than that of the simple option
I2. In addition, the crucial roles of the segment quality and
the stalling duration features are again confirmed since the
performance of the w/oSQ and the w/oSD cases is considerably
lower compared to the Full case. More discussions on the input
options will be made in Section VIII.
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VI. ANALYSIS OF LSTM NETWORKS

In this section, we will evaluate the performance of the
two LSTM network types, using the different options of input
features. Also, different issues that are inherent in an LSTM
network, namely padding manners, the numbers of epochs,
and the number of hidden units, will be investigated.

A. Evaluation of baLSTM and adLSTM Networks

In this subsection, a comparison of the two LSTM network
types and a baseline regression model (SVR) is presented
with the complex input option (using S-MOS as the segment
quality metric and four input cases Full, w/oCC, w/oSD,
and w/0SQ), the simple input option, and the combination
option. The number of hidden units d is set to 5. Similar
to Section V, the performance reported in this part is also
the best performance when the number of epochs e is from
500 to 7000. The reason is that the optimal number of epochs
may be different for different options of the feature set as
well as network types. Table V shows the obtained results
for each LSTM network type and the SVR model. It can
be seen that, with the same input option, both the LSTM
networks achieve significantly higher performance than the
SVR model. The maximum gain in terms of PCC, RMSE,
and SROCC is respectively 0.201, 0.333, and 0.164 for the
adLSTM network, and 0.248, 0.392, and 0.179 for the baLSTM
network. This result implies that the LSTM networks are
much more effective than the SVR model in pooling segment
features to predict the overall quality.

In comparison to the baLSTM network, the performance of
the adLSTM network is generally equal or higher. In particular,
the difference between them is small for the complex option
with the Full and the w/oCC cases, the simple option, and the
combination option. However, it is significant for the complex
option with the w/oSD and the w/0SQ cases. The gain of the
adLSTM network is up to 0.029 for PCC, 0.017 for RMSE,
and 0.033 for SROCC in comparison to the baLSTM network.
However, since the adLSTM network additionally includes the
backward layer, its number of parameters is approximately
2 times higher than that of the baLSTM network. In particular,
the number of parameters which are learned in the training
process is d(4M + 4d + 5) + 1 for the baLSTM network and
d(8M + 8d +9) + 1 for the adLSTM network.

Therefore, to obtain the highest performance regardless of
input option, the adLSTM network should be used. Meanwhile,
for a simple computation, the baLSTM network can also be
employed for the Full case of the complex option or for the
simple option. More discussions on the LSTM network types
will be made in Section VIIIL. In the following, the investiga-
tion will be based on the adLSTM network unless otherwise
stated.

B. Impact of Padding

In this work, we investigate the performance of the proposed
approach with four different padding cases. The first case,
denoted prePadd, adds padded segments to the beginning of
every session as presented in Subsection III-A.4. In the second
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TABLE VI

BEST PERFORMANCE OF THE PROPOSED APPROACH USING THE OPTION
11 WITH DIFFERENT PADDING CASES FOR THE TEST SETS

P‘zgge‘:g PCC (1) | RMSE () | SROCC (1)
prePadd 0.966 0.248 0.965
postPadd | 0.966 0250 0.965
addPaddio | 0.965 0252 0.964
addPadd30 | 0.966 0250 0.964

case, denoted postPadd, the added segments are appended to
the end of every session. For both of the cases, the length
of sessions after padding is the same as the length of the
longest session. Regarding the two remaining cases, denoted
addPaddl0 and addPadd30, the padded segments are inserted
to the beginning of every session until the length of that
session is equal to the length of the longest session plus K
segments. K is set to 10 segments for the addPaddl0O case
and 30 segments for the addPadd30 case.

The best performance corresponding the different padding
cases for the test sets is shown in Table VI. Here, the number
of hidden units is set to 5. Interestingly, the performance dif-
ferences between the cases are trivial. In particular, the PCC,
RMSE, and SROCC values are respectively 0.966, 0.248, and
0.965 for the prePadd case, 0.966, 0.250, and 0.965 for the
postPadd case, 0.965, 0.252, and 0.964 for the addPaddl0
case, and 0.966, 0.250, and 0.964 for the addPadd30 case. This
result suggests that there is no significant impact of padded
segments as well as their positions on the performance of the
proposed approach.

C. Impacts of Numbers of Epochs and Hidden Units

In this part, we will investigate the impacts of the number
of epochs and the number of hidden units on the performance
of the proposed approach. Fig. 12 shows the PCC, RMSE, and
SROCC values at different numbers of epochs and different
numbers of hidden units using the option I/ (Full case) and
the option /2. It can be seen that, in general, the PCC and
SROCC values increase quickly and the RMSE values reduce
rapidly when the number of epochs e first increases. When
the number of epochs increases further, the PCC, SROCC,
and RMSE values become stable. Also, we can see that the
higher the number of hidden units is, the faster the stable state
is reached. In particular, the performance is almost unchanged
for e > 2500 (d = 1), e = 1500 (d = 3), and e > 1500
(d = 5) for the Full case of the option /7. With the option 12,
the stable state is obtained when ¢ > 3000 (d = 1), e > 2500
(d =3), and e > 1500 (d =5).

Note that, when e > 3500 for the option // and e > 5000
for the option 12, the test performance gradually diminishes.
This is due to over-learning of the network when en-longing
the training process [43]. This result suggests that, when
training the proposed approach, the setting of d = 5 and
e €[1500, 3500] provides good and stable performance for
both the options.
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case) and the option /2.

VII. COMPARISON WITH EXISTING APPROACHES

In this part, we compare the performance of the
proposed approach to seven existing approaches, namely
Guo’s [12], Liu’s [14], Tran’s [11], Singh’s [15],
ATLAS [16], P1203.3 [21], and Eswara’s [7]. Among
the reference approaches, the first three are analytical
model-based approaches. The rest are advanced machine
learning approaches. Note that Guo’s approach only takes into
account the impact of quality variations while the remaining
approaches consider both quality variations and stalling
events.

Similar to [18], [44], we implemented the four approaches
of Guo’s, Liu’s, Tran’s and Singh’s based on the corresponding
publications. The reason is that the implementations of these
approaches are not publicly available. For the ATLAS and
Eswara’s approaches, we used the implementation publicized
by the original authors [71' [16].2 Note that, to obtain the
overall quality values, Eswara’s approach uses a mean pooling
strategy of instantaneous quality values [7]. For the P.1203.3
approach, we use an implementation of the standard that is
free to use for research purposes [22], [45].3

1 https://github.com/Ifovia/lstm_qoe
2http://live.ece.utexas.edu/research/quality/VideoATLAS_release.zip
3https://github.com/itu-p1203/itu-p1203/

Prediction performance of the proposed approach at different numbers of epochs and numbers of hidden units using the option // (with the Full

Note that the parameters in the approaches of Guo’s, Liu’s,
Tran’s, P.1203.3, and Eswara’s are set to the values stated
in the corresponding publications without re-training. There-
fore, before evaluating the performance of these approaches,
a compensation for differences in subjective test conditions
is conducted for each approach using a first-order linear
regression following Recommendations ITU-T P.1401 [46] and
ITU-T P.1203 [21]. The adjustment coefficients (i.e., slopes
and intercepts) are reported in Table VII.

For the proposed approach, the basic and advanced LSTM
networks are used with both the simple option and the complex
option (using the Full case and S-MOS quality metric). The
number of epochs e and the number of hidden units d are set
to 1500 and 5, respectively. Note that, before evaluating the
performance of the two advanced machine learning approaches
of Singh’s and ATLAS, their parameters are (re-)trained in the
same way as the proposed approach.

In order to compare the performance of the considered
approaches, we use three different datasets. The first is our
dataset, where the PCC, RMSE, and SROCC values are
averaged over the 100 test sets mentioned in Subsection I'V-B.
The second, third, and fourth columns of Table VII show the
obtained results of the approaches using our dataset.

The second consists of a training set, called TR04, and
a test set, called VLO4, which are publicized from the
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TABLE VII

PREDICTION PERFORMANCE OF THE PROPOSED APPROACH AND SEVEN EXISTING APPROACHES FOR THE TEST SETS OF THE DATASETS. THE BOLD
NUMBERS INDICATE THE HIGHEST PERFORMANCE FOR EACH DATASET. THE UNDERLINED NUMBERS SHOW THE HIGHEST PERFORMANCE
AMONG THE REFERENCE APPROACHES.)

(a) Our dataset and P.1203 dataset

Our dataset

P.1203 dataset

Approach PCC (7) | RMSE (J) | SROCC (*) | Slope | Intercept | PCC (T) | RMSE (1) | SROCC (7) | Slope | Intercept
Guo’s 0.438 0.847 0.430 0.868 1.362 0.606 0.709 0.656 1106 | 1297
Liw’s 0575 0.938 0.632 0.027 | 3.000 N/A N/A N/A N/A N/A
Tran’s 0.905 0.401 0.925 1107 | -0.588 0.843 0.479 0.855 0970 | 0247
Singh’s 0723 0.653 0715 — — 0216 0.871 0.150 0303 | 2.071
ATLAS 0879 0453 0.896 — — N/A N/A N/A N/A N/A
P 12033 0913 0.382 0.909 1133 | -1.302 0.884 0.416 0.868 1041 | 0075
Eswara’s 0.652 1.061 0.674 0.192 3272 N/A N/A N/A N/A N/A
Proposed (I1 + baLSTM) | 0.963 0.265 0.962 — — 0.906 0378 0.907 0957 | 0480
Proposed (12 + baLSTM) | 0.950 0.305 0.943 - - 0.870 0.435 0.878 0.781 0.864
Proposed (I1 + adLSTM) | 0.966 0.250 0.965 — — 0.915 0.359 0.914 0.905 | 0.654
Proposed (12 + adLSTM) | 0.961 0.267 0.960 - - 0.900 0.387 0.900 0.794 | 0.795
(b) WaterlooSQoE-II
Approach WaterlooSQoE-II-Case#1 WaterlooSQoE-II-Case#2
pp PCC (T) | RMSE (I) | SROCC (1) | Slope | Intercept | PCC (T) | RMSE (1) | SROCC (1) | Slope | Intercept
Guo’s 0.707 0.506 0.721 2129 | 0220 0.707 0.503 0.723 2129 | 0220
Liu's 0.631 0.555 0.634 0048 | 0394 0616 0.561 0.617 0043 | 0394
Tran’s 0.850 0376 0.864 0.790 | 0.695 0.848 0376 0.862 0.790 | 0.695
Singh’s 0.430 0.650 0.370 0386 | 2.179 0.423 0.931 0.373 — —
ATLAS 0.720 0.500 0.750 0760 | 1.190 0.735 0.501 0.768 - —
P 12033 0.857 0.368 0.853 0882 | -0.39 0.852 0371 0843 0882 | -0.39
Eswara’s 0.442 1.393 0456 0.060 | 4.149 0.407 1.390 0416 0.063 | 4.150
Proposed (11 + baLSTM) | 0.759 0452 0.752 4304 | -11.258 0.901 0.333 0.897 - -
Proposed (12 + baLSTM) | 0222 0.690 0.229 0261 | 2.101 0314 0.446 0.807 — —
Proposed (I1 + adLSTM) | 0.859 0.366 0.361 3376 | -8.658 0.893 0.342 0.888 - -
Proposed (12 + adLSTM) | 0300 0.668 0310 0812 | 0.197 0811 0.460 0.806 — —

ITU-T P.1203 standardization (P.NATS) [22].# Each set is
composed of 60 sessions generated from three I-minute
long videos. Regarding Singh’s approach and the proposed
approach, we use all the 515 sessions in our dataset and the
60 sessions in the TR04 set for (re)-training their parameters to
avoid dependencies in data divisions. In addition, to account
for the impact of weight initialization, the training process
is repeated 100 times. Accordingly, the performance is aver-
aged over the test set VLO4. The results are shown in the
seventh, eighth, and ninth columns of Table VII. Note that
the three approaches of Liu’s, ATLAS, and Eswara’s are not
evaluated over this dataset because of the lack of input data.
Also, because the content characteristic feature is not publicly
available, the option // with the w/oCC case is evaluated,
instead of the Full case.

The final dataset, called WaterlooSQoE-II, contains 588 ses-
sions with 4-second long segments generated from twelve
8-second long source videos with diverse quality variation
patterns of QP, resolution, and frame-rate [19]. To evaluate
the performances of the approaches, we consider two cases of
using this dataset. In the first case (denoted WaterlooSQoE-II-
Case#l), the training set is our dataset, and the test set is the
whole WaterlooSQoE-II dataset. For the second case (denoted
WaterlooSQoE-II-Case#2), beside our dataset, the training set
additionally includes all the 147 sessions generated from three
of the twelve source videos in the WaterlooSQoE-II dataset.
The 441 remaining sessions from the other videos constitute
the corresponding test set. The selection of the three training
videos is repeated 100 times to produce 100 different pairs of

4https:// github.com/itu-p1203/open-dataset

the training and test sets. Similar to the evaluation using the
two above datasets, the average PCC, RMSE, and SROCC
values are calculated over the 100 different test times and
reported in Table VII. Note that, since our dataset, which is
also included in the training set, was built using 1-second long
segments, each 4-second long segment in the WaterlooSQoE-
II dataset is considered as four 1-second long segments in our
experiment.

From Table VII, it can be seen that, for three of the
four datasets/cases (i.e., except WaterlooSQoE-II-Case#l),
the proposed approach using the adLSTM network with
the option I/ always achieves the highest performance
compared to the reference approaches (i.e., PCC>0.893,
RMSE<0.359, SROCC=>0.888). For the WaterlooSQoE-II-
Case#l case, it also obtains the highest PCC value and the
lowest RMSE value (i.e., PCC=0.859 and RMSE=0.366).
Besides, its SROCC value is just slightly lower than the
highest one (i.e., 0.861 vs. 0.864), which is obtained by
Tran’s approach. Hence, this result indicates that our approach
outperforms all the seven reference approaches.

Compared to the adLSTM network, the performance of
the baLSTM network is generally lower with the same input
option, especially for the P.1203 dataset and WaterlooSQoE-
II-Case#1 case. In particular, the maximum difference is
0.100 for PCC, 0.086 for RMSE, and 0.109 for SROCC.
In comparison to the existing approaches, the performance
of the baLSTM network is significantly higher when using
the option I/ for most of the datasets/cases (i.e., except
WaterlooSQoE-I1-Case#l). For the option 12, its performance
is also considerably higher for our dataset, but slightly lower
than that of the P./203.3 approach for the P.1203 dataset.
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For the WaterlooSQoE-II-Case#1 case, the use of the option
I2 results in very low performances for both the LSTM
networks (i.e., PCC<0.300, RMSE>0.668, SROCC<0.310).
The reason is that quality variations in frame-rate, which
are not included in the training set (i.e., our dataset), are
presented in the test set (i.e., the WaterlooSQoE-II dataset).
However, a significant performance improvement is found in
the WaterlooSQoE-II-Case#2 case when streaming sessions
of varying frame-rate are added in the training set (i.e.,
PCC>0.811, RMSE <0.460, SROCC=>0.806). Since the baL-
STM network with the option /7 always achieves a quite high
performance for most of the datasets/cases (i.e., PCC>0.759,
RMSE<0.452, and SROCC=>0.752), the baLSTM network can
also be used in the proposed approach.

Although both our and Eswara’s approaches use LSTM
networks, the proposed approach with the option // and any
LSTM network has significantly higher performance. This may
be because that Eswara’s approach is actually proposed to
predict the instantaneous quality, but not the overall quality.
In addition, the mean pooling strategy may be not effective to
aggregate instantaneous quality values into an overall quality
value.

In addition, we can see that, for Tran’s approach and
the P.1203.3 approach, their performances are quite good.
Specifically, the PCC values are equal to or higher than 0.843,
the RMSE values are equal to or smaller than 0.479, and
the SROCC values are not lower than 0.848. This result
suggests that these approaches also achieve good prediction
performances.

It can also be seen that, in general, the analytical
model-based approaches have lower prediction performance
than the advanced machine learning approaches. Interestingly,
Tran’s approach has higher performance than Singh’s approach
and the ATLAS approach. This result implies that, in order to
quantify the impacts of quality variations and stalling events,
the histograms of quality switches and stalling durations used
in Tran’s approach are more effective than the statistics used
in Singh’s approach and the ATLAS approach such as the
average of segment quality values, the number of stalling
events, the average and the maximum of stalling durations.

VIII. DISCUSSIONS

From the above experimental results, it is obvious that the
use of feature inputs taken on a segment basis and an LSTM
network is very effective in predicting the overall quality of
HTTP adaptive streaming sessions. Among the considered
features of the option 7/, the role of the segment quality feature
is the most important, followed by the stalling duration feature.
The role of the content characteristic feature depends on the
metric used to represent the segment quality feature.

To represent the segment quality feature, segment-MOS
(S-MOS) is found to be the best metric. In addition, the simple
PSNR metric can also be used with a good performance (in
the Full case of the complex input option).

The employment of content characteristics is a new and
interesting point in our study. As mentioned, when using
the S-MOS metric to represent the segment quality feature,
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the additional use of the content characteristic feature does
not bring significant improvements in prediction performance.
Meanwhile, for the metrics of BR, PSNR, PSNR-variants,
SSIM, MS-SSIM, and VIF, it is beneficial to include the
content characteristic feature. So, in some sense, the S-MOS
metric already includes the impact of content characteristics.

Another related issue is the good performance of the simple
input option although it does not explicitly contain content
characteristics. This can be explained as follows. Given certain
values of QP, resolution, and frame-rate, a video with more
complex content characteristics generally results in a higher
bitrate. This means the bitstream-level parameters used in
this option can implicitly represent the complexity (or content
characteristics) of a video. So, the simple option /2, which
simply consists of bitstream-level parameters, stalling, and
padding, is both efficient and effective. In the future work,
instead of using manually-selected features, we will focus
on deep learning approaches to automatically obtain effective
input features for the LSTM networks.

Regarding LSTM network types, the use of the advanced
network achieves a higher performance in comparison to the
basic network. For the advanced network, the setting of the
number of hidden units d = 5 and the number of epochs e €
[1500, 3500] provides good and stable performance. However,
the performance of the two networks is in fact quite close.
In addition, the number of parameters in the basic network is
only about half compared to the advanced network. Especially,
the key advantage of the basic network is the capability to
process using current and past segments only. This allows us to
continuously predict the quality of a on-going session without
having to wait until the end of the session.

Also, LSTM networks can help take into account all vari-
ations in the temporal dimension, so the addition of the
switching frequency as a feature does not bring improvements
in the performance. This could be a key reason that the
proposed approach outperforms the existing approaches.

In this study, the used datasets include about 1-minute
long sessions with 1-second long segments and 8-second long
sessions with 4-second long segments, which are encoded
using H.264/AVC. In practice, service providers can use
different segment durations (e.g., 2 seconds) and other video
codecs (e.g., H.265 and VP9). However, obviously, such a long
segment could be divided into multiple short segments of a
1-second duration. By this way, the proposed approach can
be applied by inputting the features of these short segments.
In future work, we plan to evaluate our approach using various
segment durations and session lengths as well. In addition,
an evaluation using other video codecs will be an interesting
direction to verify and improve the proposed approach.

Regarding the computation complexity, we measured the
average time to obtain an overall quality value given a session
duration. In total, we used 1223 sessions with the lengths
from 8s to 76s, which are all the sessions in the three
datasets employed in our above performance evaluations. This
measurement was conducted on a computer with Intel Core
13-3240 processor at 3.40GHz and with 8GB RAM. For all
the cases of LSTM networks and input options, the time com-
plexities of the proposed approach for the session durations
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of 8s, 60s, and 76s are respectively less than 1.5ms, 4.5ms, and
5.5ms. In general, the computation complexity of the proposed
approach increases linearly with the session duration. In our
future work, we will try to reduce the time complexity of this
LSTM-based approach for real-time quality monitoring.

IX. CONCLUSION

In this study, we have proposed a new machine learning
approach for predicting the overall quality of HTTP adaptive
streaming sessions using Long Short Term Memory (LSTM)
network. The proposed approach takes into account some fea-
tures such as segment quality, content characteristics, stalling
duration, and padding. Through experimental results, we found
that the proposed approach achieves very high performance
in the overall quality prediction of HTTP Adaptive Streaming
sessions. Based on an extensive evaluation of input options and
network settings, some interesting findings were gained, such
as the role of the input features, the best metric to represent
the segment quality feature, the effective and efficient input
option, and the optimal setting of the LSTM network. In
future work, we plan to evaluate the proposed approach using
various segment durations, session lengths, and video codecs.
For this purpose, it is necessary to construct a new dataset.
In addition, we intend to employ the proposed approach in
performance evaluations of adaptation strategies for HTTP
adaptive streaming.
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