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Abstract
The association of air pollution and the magnitude of adverse health effects are 
receiving close attention from the world. The effects of air pollution were found to 
be most significant for children, elderly, and patients with preexisting respiratory 
problems. The existing API forecast system is capable of predicting the air qual-
ity based on the pollutant concentrations before critical levels of air pollution are 
exceeded. However, there is no API forecasting system available in Malaysia that 
can predict the coming day API readings. This paper aims to propose an API fore-
cast system that utilizes the hourly API in Malaysia to predict the next day API. The 
proposed solution allows sensitive populations to plan ahead of their daily activities 
and provide governments with information for public health alerts. We also propose 
strategies for aggregated-level predictions within the region. Nevertheless, it can be 
extended across the region, especially in the less economically developed regions 
across the world. We conduct experiments on the public API dataset to demonstrate 
the viability of the proposed solution.

Keywords  Air pollution · Air quality forecasting · Machine learning · Public 
awareness

1  Introduction

Anthropogenic air pollution is a global and ongoing environmental problem faces 
by a majority of cities in the world. As reported by the World Health Organization 
(WHO), air pollution kills an estimated seven million people worldwide every year 
[1]. The rapid population growth accompanied by increased air pollution is now a 
significant challenge in developing countries, especially China and Southeast Asia 
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because urban areas in these countries are emerging as pollution hot spots. For 
instance, several cities in China have been identified as the most polluted city in the 
world [2].

In general, there are two leading causes of air pollution: naturally occurring phe-
nomena and the human factor. The first cause is subject to natural sources during 
catastrophes such as forest fire and volcanic eruptions. In the second cause, pol-
lutants released from transportation, fuel combustion, and industries that involved 
human activities. The effects of air pollution result from human activity can have a 
long-term impact on the environment, including climate change, global warming, 
and acid rain. The mixture of particles and gases can reach harmful concentrations 
on human health and the planet as a whole. Some of the common air pollutants are 
carbon dioxide (CO2), particulate matter ( (PM2.5 and PM10 ), nitrogen dioxide ( NO2 ), 
carbon monoxide ( CO ), and sulfur dioxide ( SO2 ). Air pollution in the form of CO2 
and methane contributes to climate change, e.g., rising temperatures. This climate 
change then causes warmer weather and the production of allergenic air pollutants 
such as mold and pollen.

The urban air quality database (covering 3000 cities in 103 countries) shows 
that more than 80% of people living in urban areas are affected by air pollution [3]. 
Those living in these areas are facing severe health impacts, including the increase of 
respiratory symptoms, mortality from stroke, heart disease, and aggravated asthma. 
Notably, they are exposed to air quality levels that exceed WHO guideline limits. 
Undoubtedly, air pollution is a major environmental health threat to the world. In a 
recent public awareness survey report released by Mid-America Regional Council 
[4], 67% of the residents surveyed were concerned (very or somewhat concerned) 
about the health consequences of poor air quality in the Kansas City area. The report 
also shows that 33% of residents felt air pollution in the Kansas City area was get-
ting worse.

Air quality statistics are essential information used to show how polluted the air 
has become in a targeted area. Generally, the statistics reflect the levels of pollut-
ants, i.e., the maximum allowable limits for each pollutant. The air quality statistics 
are used by different countries to set their air quality indices that correspond to dif-
ferent national air quality standards. For example, in the USA, the Environmental 
Protection Agency uses the Air Quality Index (AQI) for reporting daily air quality, 
whereas in Canada, air quality health index (AQHI) is designed to help the local 
authority to understand the impact air pollution on health [5].

1.1 � Effects of air pollution

The state of air pollution is often expressed as air quality and measured by the con-
centrations of air pollutants. However, it is not valid to discuss air quality with-
out identifying the impacts of air pollution [6]. The main effect of air pollution is 
human health, and we can foresee possible short-term and long-term health effects 
on the people living in a heavily polluted area. On the one hand, short-term health 
effects may lead to acute conditions such as respiratory infections and conjunctivitis. 
On the other hand, the long-term effects dominate the public health impacts of air 
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pollution, and there is growing evidence of a close relationship between long-term 
health effects and cardiovascular disease [7]. For example, heart disease, lung can-
cer, and respiratory diseases are long-term effects that can last for years or the entire 
lifetime of the patient.

The effects of air pollution were found to be most significant for children, the 
elderly, and patients with preexisting respiratory problems. The association of air 
pollution and the magnitude of adverse health effects are receiving close attention 
from the world. The recent statistics from WHO show that 93% of all children live 
in heavily polluted environments, and more than one in every four deaths of chil-
dren under five years of age is linked to environmental risks [8]. In 2016, a total of 
5,43,000 deaths in children under the age of five years was recorded due to respira-
tory tract infections. Whether air pollution affects female infertility is another hot 
issue under debate [9]. Besides the human health impacts, air pollution has further 
consequences on the social, economic, and lifestyle habits. In developing countries, 
the lack of awareness regarding the air pollution problem leads to a more severe 
environmental crisis. Despite the difficulty of sustainable management of the envi-
ronment, avoidance behavior among the high-risk population is achievable; how-
ever, it requires much effort from the local authorities and possible coordination and 
collaboration across regions.

1.2 � Air pollution issue in Malaysia

Due to the industrial growth and rapid urbanization in Malaysian cities, the country 
faces the problems of urban air pollution, just like other developing countries in the 
Southeast Asia region. The primary types of pollution sources are emissions from 
the industrial, energy generation, and transportation sectors, as well as transbound-
ary haze pollution due to forest fires and open burning. The forest fires have been an 
annual occurrence in Indonesia for generations [10]. Fires have been used for land 
clearing because burning is the cheapest method of clearing vast areas. Every year 
during the southwest monsoon, the forest fires in Indonesia will cause the air pol-
lution level in Malaysia to increase significantly [11]. The worst haze pollution in 
Malaysia caused by the forest fires from Indonesia was recorded in the second half 
of 1997. It was a large-scale air quality disaster causing widespread atmospheric 
visibility and health problems within Southeast Asia [12]. During the peak period 
of smoke haze, the number of outpatient visits in Kuching, Sarawak, increased two 
to three times, while those visited at Kuala Lumpur General Hospital increased from 
250 to 800 per day [13]. In conclusion, the smoke haze from the forest fires in Indo-
nesia had a deleterious effect on the health of the population in surrounding coun-
tries, including Malaysia.

There are already efforts taken by the Malaysian government to reduce the air 
pollution problem in the country. To monitor the air quality, the Department of 
Environment (DoE) of Malaysia installed the air quality monitoring networks in 
various locations, including roadside, commercial, industrial and residential areas 
[14]. Then the Air Pollutant Index (API) is released hourly to communicate with 
the public on the changes in air quality. Also, the DoE set a limit on the maximum 
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sulfur and lead contents of petroleum fuels and coal to ensure the energy produced 
by the vehicles and industries will not increase the burden of air pollution. On an 
everyday basis, many use API forecasts to determine if they should wear a mask on 
a given day. However, they are unable to learn the air quality level of the next day 
(or next few days). This difficulty has a significant impact on high-risk people, espe-
cially those who are sensitive to the changes in air pollutant concentrations. Sensi-
tive populations are not able to plan for proper outdoor activities, e.g., traveling to 
new places when the air quality may sudden change. This motivates us to propose a 
solution to utilize the hourly historical API to predict the API readings for the com-
ing day.

1.3 � Our contributions

Our contributions can be summarized as follows:

1.	 In this paper, we propose a method to forecast API readings in Malaysia. We 
utilize the hourly released API in Malaysia to predict the API readings in the 
coming day. At present, such forecasting is not available in Malaysia.

2.	 We identified the benefits of the proposed solution for air pollution avoidance 
behavior among the high-risk population living in different areas in Malaysia.

3.	 We implement 11 machine learning algorithms on the public API dataset (across 
seven states from Malaysia) to demonstrate the viability of the proposed solution.

1.4 � Paper organization

The rest of this paper is organized as follows. We discuss the background and related 
work of this research in Sect. 2, followed by our proposed solution and assumptions 
used in Sect. 3. The details of our methodology are presented in Sect. 4. In Sect. 5, 
we present our experimental results and analysis. We then discuss future work and 
give the conclusions in Sect.  7.

2 � Background and related work

2.1 � Air pollutant index

The Air Pollutant Index (API) is the ambient air quality measurement used in Malay-
sia, where it is a generalized and straightforward way to measure air quality [15]. 
The API value is calculated based on the average concentration of air pollutants, 
including SO2 , NO2 , CO , O3 , PM2.5 and PM10 . The highest concentration pollutant is 
used to determine the API value, e.g., the concentration of particulate matter PM2.5 
is usually the highest among other pollutants and will be used to determine the API 
value. The DoE in Malaysia will release these API values hourly to communicate 
to the public how polluted the air in an area. The indication of air quality (based on 
API values) is summarized in Table 1.
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API in Malaysia is calculated based on 24 h of data retrieved from the air quality-
monitoring network throughout the country and updated hourly. The data retrieval 
process requires a complete cycle of one hour before API readings can be obtained. 
As shown in Fig. 1, the hourly published API readings allow the public to be aware 
of the changes in air quality. However, there have been occasions in Malaysia where 
the API level published by DoE does not update despite worsening haze conditions 
[16].

2.2 � API forecasting

Air quality forecasting is a prevention method that computes the pollutant concen-
trations before critical levels of air pollution are exceeded [17]. It is commonly per-
formed with two approaches: empirical and deterministic. The empirical approaches 
employ statistical models to find associations among pollutants from the time 
series of past measurements. For example, in Athens, the PM10 concentrations at 
four different places are forecast hourly [18]. The main advantage of the empirical 
approaches is that they are easy to implement and only requires limited comput-
ing resources [19]. However, they require a broad observation to train the statistical 

Table 1   Indication of air quality based on API values

API Air pollution level Description

Below 50 Good Low pollution—no harmful effect on health
51–100 Moderate Moderate pollution—does not pose any harmful effect on health
101–200 Unhealthy Worsen the health condition of high-risk people with heart and lung 

complications
201–300 Very Unhealthy Worsen the health condition and low tolerance of physical exercises 

to people with heart and lung complications. Affect public health
More than 300 Hazardous Hazardous to high-risk people and public health

Fig. 1   Hourly API readings in Malaysia (accessed on June 22, 2020, at 10:00 pm from https​://apims​.doe.
gov.my/). From a total of 68 stations, 42 stations indicate a “good” level of air quality while 26 stations 
are at a “moderate” level

https://apims.doe.gov.my/
https://apims.doe.gov.my/
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models and can be challenging for long-term air quality forecasts. The determin-
istic approach adopts chemical transport models (CTMs) to overcome the inabili-
ties of statistical models. CTM is a complex system that requires large datasets and 
high computational power in order to produce long-term forecasts with comparable 
accuracy.

Although the API in Malaysia is already being used as an indicator to show the 
air quality and levels of the pollutant concentrations in a given period, it was not uti-
lized for the coming day forecasting purposes. To the best of our knowledge, there 
is no API forecasting system available in Malaysia that can predict the coming day 
API readings. Hence, the high-risk people with heart and lung complications cannot 
prepare themselves when the air quality becomes bad, e.g., limiting outdoor activi-
ties as the API rises to unhealthy.

2.3 � Related work

Air pollution-related research in Malaysia mainly focuses on the identification of 
possible sources of air pollutants in air quality around the study area based on the 
data (i.e., hourly API readings) obtained from the DoE [11, 20–22] particularly, 
with a focus on quantifying the level of PM10 and PM2.5 on the air pollutant concen-
trations collected from different hot spots set up by the DoE or independent party. 
A widely used analysis tool to estimate the concentrations of air pollutants is the 
Extreme Value Distribution (EVD) [23]. It is a statistical technique that can be used 
to model extreme events such as the maximum or minimum concentrations of the 
data. Another group of researchers concentrates on the study related to the asso-
ciation of air pollution and human health impacts in Malaysia [13, 14]. Recently, 
a study has been conducted to explore public perception of current air pollution in 
Malaysia, environmental awareness, and attitudes toward environmental protection 
[24], also some works utilizing the API readings for applications such as the traffic 
congestion modeling [25] and haze monitoring system [16, 26].

Traditional air pollution evaluation requires expensive equipment, significant 
infrastructure, and trained personnel to operate [27–30]. With the rapid growth in 
computational advancement, machine learning is offering new opportunities to over-
come the limitations in traditional air pollution prediction. Mainly, machine learning 
techniques are capable of analyst vast amounts of data to establish a reasonable and 
accurate prediction model. Such a prediction model is useful for forecasting pur-
poses because it can estimate the pollutant concentration at a future date [31]. The 
effectiveness of machine learning algorithms has been continuously improved and 
makes predictions more efficiently. With the improvement of machine learning algo-
rithms, many air quality predictions in Malaysia were deemed accurate. The prolif-
eration of good air quality predictions contributes to the possibility of performing 
future day API forecasting. Even though it has many advantages, there are also some 
disadvantages when applying machine learning for air pollution prediction. For 
instance, identifying the best one from many machine learning techniques for the 
air pollution problem can be challenging [32]. Furthermore, the feasibility of these 
sophisticated approaches for environmental problems is hard to be verified [33]. In 
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reality, the predicted results are seldom used for daily forecasting in many develop-
ing countries due to a lack of public awareness or interest in areas that suffer from 
heavy air pollution. As a consequence, the air quality in the pollution hot spots can-
not be improved, or it could be getting worst.

There are some studies on API forecasting that have been conducted in Malaysia. 
In an early work [34], the Integrated Autoregressive Moving Average (ARIMA) and 
the Integrated Long Memory Model (ARFIMA) models were used to forecast API 
in Selangor, Malaysia. They utilize 70 monthly observations of API published from 
1998 to 2003 in their analysis. Another study focuses on the prediction of monthly 
mean API using the time series model in Johor, Malaysia [35]. They employ the 
Seasonal Autoregressive Integrated Moving Average (SARIMA) and Fuzzy Time 
Series (FTS) on data collected between 2000 and 2009. The work presented in [36] 
provides essential insights on how to improve air quality forecasting problems in 
Sarawak, Malaysia. Recently, a daily API prediction based on fuzzy time series 
Markov chain model has been proposed in [37]. In this paper, we focus on the API 
forecast application that utilizes the API released by the authority in Malaysia for 
future day prediction. Notably, our solution can utilize the historical API readings to 
predict both next-hour and next-day API readings.

3 � Future day API forecasting system

To support avoidance behavior among the high-risk population, we design a future 
day API forecasting system that benefits from the existing air quality predictions 
in Malaysia. As shown in Fig.  2, our proposed solution consists of two forecast 
engines, namely an hourly forecast engine and a future day forecast engine. The for-
mer is responsible for hourly API prediction based on the observed real-time air pol-
lutants. It could be maintained independently by the DoE or other solution providers 
for air pollution in Malaysia. The later uses the hourly API as the input to predict the 
coming day API.

To stay focus, we employ the following strategies in the proposed solution:

Real-�me air 
pollutants 

observa�ons

Hourly 
Forecast 
Engine 

Future Day
Forecast 
Engine

Observed 
Data

Hourly
Forecasted

API Data

Future Day
Forecasted 

API Data

learn via 
feedback

Hourly API
Forecast Data

Future Day
API Forecast 

Data
Forecast Pa�ern

Future Day API Forecas�ng Module

Fig. 2   Overview of the proposed solution
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1.	 Our direct strategy is to utilize the hourly API readings on a specific day to pre-
dict a future day API. This strategy is useful for a prediction where the pollutant 
concentration in an area is estimated to be similar, e.g., haze concentration during 
the southeast monsoon in Malaysia.

2.	 In the second strategy, we propose to combine different API prediction results 
for aggregated-level prediction, regardless of the techniques used. This approach 
is essential to overcome the common problem for machine learning algorithms, 
i.e., lack of pollutant concentration data and lack of useful pollutant concentration 
data.

3.	 Also, the proposed solution can be shared across borders, especially in the less 
economically developed regions across the world. For instance, the next-day API 
forecast in Singapore can be used as a reference in Johor Bharu, capital of the 
Malaysian state of Johor. Note that Johor Bahru and Singapore are geographically 
in the same region.

In Fig. 3, we show an example of a regional API forecasting system for three 
closed geographical cities: Johor, Melaka, and Singapore. The coordinator can 
be a local authority (e.g., DoE) or an independent solution provider.

We consider several assumptions in the design of our proposed solution, 
in particular, from technological development, environmental awareness to 
regional fragmentation. Since the first step to an accurate air quality forecast 
is an excellent weather forecast, we assume that the past weather forecast in 
Malaysia is a good indicator of the future. With the advancement of technolo-
gies, the API forecasting techniques will become more accurate. The accuracy 
and accessibility of air pollution forecasts will raise public awareness. Also, this 
enables sensitive populations to plan ahead of their daily activities and provide 
governments with information for public health alerts. The air pollution controls 
should be implemented stringently and continuously in each city within a region.

Regional API Forecast Center

API Forecast 
2

Aggregated API 
Predic�ons

Hourly Forecasted 
API Data

API Forecast 
1

API Forecast 
n

Coordinator

Johor Melaka Singapore

API Forecast 
2

Aggregated API 
Predic�ons

Hourly Forecasted 
API Data

API Forecast 
1

API Forecast 
n

API Forecast 
2

Aggregated API 
Predic�ons

Hourly Forecasted 
API Data

API Forecast 
1

API Forecast 
n

Fig. 3   An example of a regional API forecasting system
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4 � Methodology

As discussed earlier, machine learning is a booming field with numerous practi-
cal weather forecast applications. There are a number of notable machine learners 
worth for exploring in this study, i.e., tree-based model, ensemble learning model, 
neural network-based model, support vector machine (SVM), etc. All of them can 
perform very well in ordinary classification and prediction. However, applying 
them directly to process temporal- or sequential-based datasets may yield poor 
prediction accuracy because the underlying sequential-values and time-values are 
ignored from learning and thus limiting their direct usage in API forecast applica-
tion. Therefore, a process termed as “data flattening” is proposed in this paper so 
that it can be embedded to the ordinary classifiers and extending their usages in 
tackling temporal- and sequential-based data (i.e., API data in this case).

Data flattening can be viewed as a process to transform the API record into 
a temporalized API record. In order to predict the next-day readings of API, we 
postulated that the historical API values will be useful. Thus, we adopted the 
method of data flattening to capture the data in a way that the historical API val-
ues will be merged and used to predict the next-day API value. The consecutive 
API records in a dataset can be merged based on the desired time window,w.

Let A represents a set of attributes consisting of some hourly API values, 
where A =

{
a1, a2, a3, ...aM

}
 , a indicates each hourly API value of that day and M 

indicates the total number of API values of that day. To merge several consecu-
tive API records in a dataset with a time window of w, it can be done through the 
string theory (concatenation) of computer science. However, it is also important 
to record the time label for human interpretation later. For an instance, an attrib-
ute set ( A ) occurred in time window ( w ) of 1 will be labeled as A1 and can be 
represented as A1 =

{
a1, a2, a3, ...aM

}w=1 , and so forth.
Thereafter, if one would like to observe the data pattern occurred across a time 

window of j th value ( w = j ), the new set of temporal attribute structures ( Ã ) can 
be cascaded in the manner of Ãw=j = A1A2A3 …Aj , where {(

a1,… aM
)w=1

∈ A1;
(
a1,… aM

)w=2
∈ A2;

(
a1,… aM

)w=3
∈ A3;… ,

(
a1,… aM

)w=j
∈ Aj

}
; . The 

symbol ∙||∙ represents the concatenation operator among the attributes’ sets based 
on the desired window size ( w).

For instance, consider an observation record avails with 3 attributes (x, y, 
and z) as depicted in Fig. 4. To consider a set of its historical values before its 
next prediction, data flattening process can be performed on the window size 
of 2 (w = 2). By doing so, the original record can be transformed into a new set 
of temporalized record by merging all of the attributes across w instances (2 in 
this case). The respective sequence (time) will be labeled for all attributes, i.e., 
a superscript of “1” indicates its past record (1 timestep before the current one), 
and the current one will be labeled with a superscript of “2”.

The consequences of record merging will also yield a new set of temporalized 
( T  ) records from the original ( N ) records, where T records = Nrecords − (w − 1) . 
The algorithm of data flattening can be summarized as below:
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It is interesting to know that how many time windows are needed to achieve the 
optimal prediction. However, it is unpractical to statistically compute the optimum 
window value, because it is very subjective to the manner of collecting datasets. 
Therefore, in this paper, this framework will be embedded to a number of machine 
learning techniques and run recursively on different window sizes until the error 
rates stop increasing.

5 � Experimental results and analysis

5.1 � Description of datasets

In this study, 11 datasets across 7 states from Malaysia are adopted, as in Table 2. 
All of them are publicly accessible from Malaysia’s Open Data Portal, contributed 
by Department of Environment (DOE).1

x y z

1 2 3

654

987

x1 y1 z1

1 2 3

654

x2 y2 z2

4 5 6

987

Original Records
(w = 1)

Temporalized Records
(w = 2)

Fig. 4   An example of flattening process on a window size of 2 (w = 2)

1  https​://www.data.gov.my/data/ms_MY/organ​izati​on/depar​tment​-of-envir​onmen​t-doe?page=2.

https://www.data.gov.my/data/ms_MY/organization/department-of-environment-doe?page=2


1 3

Toward forecasting future day air pollutant index in Malaysia﻿	

5.2 � Experimental settings and evaluation metrics

To avoid the biasness from the cherry-picked validation set, the experimental 
evaluation in this paper is based on a tenfold cross-validation (for Type III error). 
The data flattening methodology is integrated into 11 machine learners, including 
J48 decision tree, random forest, Elman network, decision stump, logistic model 
trees, random tree, reptree, hidden Markov model, hoeffding tree, support vector 
machines, and naïve Bayes to explore their adaptability and the strength of predic-
tion. Empirical results are reported based on five standard performance evaluation 
metrics, which are: (i) prediction accuracy, (ii) true positive rate (TPR), (iii) false 
positive rate (FPR), (iv) precision, and (v) recall.

6 � Result discussions

In order to utilize the historical API readings to predict the next-hour or even the 
next-day API readings, all API values from the D1-D11 are sorted by day and hourly 
basis in a chronological order. This setting is used across for all experiments. To 
observe how many historical values are needed to predict the next-day API, the 
experiments are tested on 10 window sizes (from w = 1 to 10 ), depicting 1–10 days 
will be observed and monitored before their values are used to predict the current 
event or next event. The best value of w is reported when it hits the optimum clas-
sification accuracy. Refer to Table 3, almost all machine learning techniques except 
hidden Markov model are able to achieve the prediction accuracy of more than 97%. 
This is very encouraging because it depicts that the prediction of next-hour or next-
day API values is possible with the emerging trend of machine learning which may 
bring benefits to certain group of users. The best result is reported by random forest 
with the window size, w = 1 , indicating that 1-day historical API values should be 
used to predict the next-day API level.

Table 2   Summary of datasets description

Location State Description

D1 Larkin Johor Hourly API values recorded throughout year 2017–2019
D2 Pasir Gudang Hourly API values recorded throughout year 2017–2019
D3 Kota Tinggi Hourly API values recorded throughout year 2017–2019
D4 Segamat Hourly API values recorded throughout year 2017–2019
D5 Kulim Kedah Hourly API values recorded throughout year 2017–2019
D6 Batu Muda Kuala Lumpur Hourly API values recorded on year 2017 and 2019
D7 Cheras Hourly API values recorded on year 2017 and 2019
D8 Kuala Terengganu Terengganu Hourly API values recorded throughout year 2017–2019
D9 Kuching Sarawak Hourly API values recorded throughout year 2017–2019
D10 Kota Kinabalu Sabah Hourly API values recorded throughout year 2017–2019
D11 Minden Penang Hourly API values recorded throughout year 2017–2019
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The same trend as in D1: Larkin can be observed in D2: Pasir Gudang as well. 
Refer to Table 4, random forest is outperformed the rest, with the observed window 
size, w , of 2 indicating the fact that to predict today’s API, we need the historical 
API values of yesterday and the day before yesterday. It is interesting to observe that 
different machine learning techniques might need to use different window size to 
boost their predictive performance. This substantiate the usefulness of historical API 
values in the prediction task.

In the monitoring area of Kota Tinggi and Segamat, the best-performed tech-
nique is Elman network as shown in Tables 5 and 6, respectively. It is important 
to note that the Elman network is a simple recurrent network. It has the ability to 
observe the sequential values of API in the past, and thus, it does not need more 

Table 3   Experimental exploration of 11 machine learning techniques on Dataset D1: Larkin across 10 
observing time-step, from w = 1 to w = 10

*Indicates the best classification result

Performance comparisons of (1) J48 decision tree, (2) random forest, (3) 
Elman network, (4) decision stump, (5) logistic model trees, (6) random tree, 
(7) reptree, (8) hidden Markov model, (9) hoeffding tree, (10) support vector 
machines and (11) naïve Bayes on dataset D1: Larkin

1 2 3 4 5 6 7 8 9 10 11

Best window size, w 8 1 1 1 5 2 9 1 1 2 1
Prediction accuracy (%) 98.7 99.1* 98.5 97.5 98.9 98.0 98.6 43.1 97.6 98.4 97.5
TPR (%) 98.7 99.1 98.5 97.5 98.9 98.0 98.6 43.1 97.6 98.4 97.5
FPR (%) 1.3 1.1 1.4 2.3 1.2 2.3 1.5 43.1 2.9 1.7 3.1
Precision (%) 98.7 99.1 98.5 97.5 98.9 98.0 98.6 18.6 97.7 98.4 97.6
Recall (%) 98.7 99.1 98.5 97.5 98.9 98.0 98.6 43.1 97.6 98.4 97.5

Table 4   Experimental exploration of 11 machine learning techniques on Dataset D2: Pasir Gudang 
across 10 observing time-step, from w = 1 to w = 10

*Indicates the best classification result

Performance comparisons of (1) J48 decision tree, (2) random forest, (3) 
Elman network, (4) decision stump, (5) logistic model trees, (6) random tree, 
(7) reptree, (8) hidden Markov model, (9) hoeffding tree, (10) support vector 
machines, and (11) naïve Bayes on dataset D2: Pasir Gudang

1 2 3 4 5 6 7 8 9 10 11

Best window size, w 5 2 1 1 2 1 3 1 1 1 1
Prediction accuracy (%) 99.1 99.4* 99.3 98.2 99.3 98.3 98.4 51.1 97.4 99.3 97.4
TPR (%) 99.1 99.4 99.3 98.2 99.3 98.3 98.4 51.1 97.4 99.3 97.4
FPR (%) 0.8 0.5 0.6 1.7 0.6 1.6 1.5 51.1 2.4 0.6 2.4
Precision (%) 99.1 99.4 99.3 98.2 99.3 98.3 98.4 26.1 97.4 99.3 97.4
Recall (%) 99.1 99.4 99.3 98.2 99.3 98.3 98.4 51.1 97.4 99.3 97.4
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than 1-day historical values in order to improve its predictive performance. This 
observation is constant by looking into Table 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13.

Refer to Table 7, the best-performed technique is random forest with the pre-
diction accuracy of 99.3% by utilizing 1-day historical value. Hidden Markov 
model is slightly poorer compared to others, most probably hampered by the 
unbalanced dataset. This phenomenon can be observed throughout the 11 datasets 
used in the experiments. In this 11 datasets, most of the API levels are skewed 
toward “Good” to “Moderate” in the observation period of year 2017 to 2019.

In the monitoring area of Batu Muda, almost all techniques except logistic 
model trees can reach their optimum prediction by using only 1-day historical 
value as shown in Table  8. This is logic in the sense that API values does not 

Table 5   Experimental exploration of 11 machine learning techniques on Dataset D3: Kota Tinggi across 
10 observing time-step, from w = 1 to w = 10

*Indicates the best classification result

Performance comparisons of (1) J48 decision tree, (2) random forest, (3) 
Elman network, (4) decision stump, (5) logistic model trees, (6) random tree, 
(7) reptree, (8) hidden Markov model, (9) hoeffding tree, (10) support vector 
machines, and (11) naïve Bayes on dataset D3: Kota Tinggi

1 2 3 4 5 6 7 8 9 10 11

Best window size, 1 3 1 6 9 3 2 1 1 1 1
Prediction accuracy (%) 98.7 99.3 99.7* 95.9 98.7 98.2 98.1 72.9 96.3 99.0 96.3
TPR (%) 98.7 99.3 99.7 95.9 98.7 98.2 98.1 72.9 96.3 99.0 96.3
FPR (%) 2.6 0.7 0.6 6.4 1.8 3.6 3.1 72.9 1.9 1.1 1.9
Precision (%) 98.7 99.3 99.7 95.9 98.7 98.2 98.1 53.2 96.7 99.0 96.7
Recall (%) 98.7 99.3 99.7 95.9 98.7 98.2 98.1 72.9 96.3 99.0 96.3

Table 6   Experimental exploration of 11 machine learning techniques on Dataset D4: segamat across 10 
observing time-step, from w = 1 to w = 10

*Indicates the best classification result

Performance comparisons of (1) J48 decision tree, (2) random forest, (3) 
Elman network, (4) decision stump, (5) logistic model trees, (6) random tree, 
(7) reptree, (8) hidden Markov model, (9) hoeffding tree, (10) support vector 
machines, and (11) naïve Bayes on dataset D4: segamat

1 2 3 4 5 6 7 8 9 10 11

Best window size, w 2 2 1 1 1 3 6 1 1 1 1
Prediction accuracy (%) 98.1 98.9 99.2* 97.7 98.9 97.9 98.3 52.9 96.0 98.7 96.0
TPR (%) 98.1 98.9 99.2 97.7 98.9 97.9 98.3 52.9 96.0 98.7 96.0
FPR (%) 2.0 0.9 0.7 2.2 1.0 2.0 1.6 52.9 3.5 1.2 3.5
Precision (%) 98.1 98.9 99.2 97.7 98.9 97.9 98.3 28.0 96.0 98.7 96.2
Recall (%) 98.1 98.9 99.2 97.7 98.9 97.9 98.3 52.9 96.0 98.7 96.0
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change rapidly or immediately within few hours in natural, unless hampering by 
the third party factors, i.e., fire, leak of gases, etc.

The same trend of prediction can be seen in Cheras area as well, where almost all 
machine learning techniques except Hidden Markov Model are able to achieve more 
than 96% prediction accuracy. Most of them are leveraging window size of 1–3, 
except the decision stump which needs 10 window sizes to achieve its optimum pre-
diction as shown in Table 9. This could be due to the data distribution in D7 which 
is be unable to split well by using a single attribute as practiced by decision stump.

The stability of random forest is substantiated again in the monitoring area of Kuala 
Terengganu and Kuching, as shown in Tables 10 and 11, respectively. In both of these 
datasets, the window size used by all techniques is less than 4, and mostly retain with 

Table 7   Experimental exploration of 11 machine learning techniques on Dataset D5: Kulim across 10 
observing time-step, from w = 1 to w = 10

*Indicates the best classification result

Performance comparisons of (1) J48 decision tree, (2) random forest, (3) 
Elman network, (4) decision stump, (5) logistic model trees, (6) random tree, 
(7) reptree, (8) hidden Markov model, (9) hoeffding tree, (10) support vector 
machines, and (11) naïve Bayes on dataset D5: Kulim

1 2 3 4 5 6 7 8 9 10 11

Best window size, w 1 1 1 4 8 4 5 1 1 1 1
Prediction accuracy (%) 98.6 99.3* 98.6 96.9 97.9 98.4 98.1 53.1 96.1 97.7 96.0
TPR (%) 98.6 99.3 98.6 96.9 97.9 98.4 98.1 53.1 96.1 97.7 96.0
FPR (%) 1.4 0.6 1.3 3.1 2.1 1.7 1.9 53.1 3.4 2.1 3.5
Precision (%) 98.6 99.3 98.6 96.9 97.9 98.4 98.1 28.2 96.1 97.7 96.2
Recall (%) 98.6 99.3 98.6 96.9 97.9 98.4 98.1 53.1 96.1 97.7 96.0

Table 8   Experimental exploration of 11 machine learning techniques on dataset D6: Batu Muda across 
10 observing time-step, from w = 1 to w = 10

*Indicates the best classification result

Performance comparisons of (1) J48 decision tree, (2) random forest, (3) 
Elman network, (4) decision stump, (5) logistic model trees, (6) random tree, 
(7) reptree, (8) hidden Markov model, (9) hoeffding tree, (10) support vector 
machines and (11) naïve Bayes on dataset D6: Batu Muda

1 2 3 4 5 6 7 8 9 10 11

Best window size, w 1 1 1 1 2 1 1 1 1 1 1
Prediction accuracy (%) 99.8* 99.6 99.4 99.4 99.6 99.4 99.1 66.5 98.3 99.8* 98.2
TPR (%) 99.8 99.6 99.4 99.4 99.6 99.4 99.1 66.5 98.3 99.8 98.2
FPR (%) 0.09 0.4 0.5 1.0 0.1 0.8 1.2 66.5 0.8 0.09 1.1
Precision (%) 99.8 99.6 99.4 99.4 99.6 99.4 99.1 44.2 98.4 99.8 98.2
Recall (%) 99.8 99.6 99.4 99.4 99.6 99.4 99.1 66.5 98.3 99.82 98.2
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w = 1 to 2 . This pattern holds consistent throughout these 11 datasets, demonstrating 
that we need at least 1 or 2-day past historical API values to predict the next-hour and 
next-day API.

The logistic model trees outperformed random forest in both of these areas: Kota 
Kinabalu and Minden, as shown in Tables 12 and 13, respectively. Likewise, most of 
the used window size is less than 4. One exceptional case is the reptree usage in D11: 
Minden, where it uses w = 9 most probably due to its sensitivity toward overfitting.

Table 9   Experimental exploration of 11 machine learning techniques on dataset D7: Cheras across 10 
observing time-step, from w = 1 to w = 10

*Indicates the best classification result

Performance comparisons of (1) J48 decision tree, (2) random forest, (3) 
Elman network, (4) decision stump, (5) logistic model trees, (6) random tree, 
(7) reptree, (8) hidden Markov model, (9) hoeffding tree, (10) support vector 
machines, and (11) naïve Bayes on dataset D7: Cheras

1 2 3 4 5 6 7 8 9 10 11

Best window size, w 2 2 1 10 3 1 3 1 1 1 1
Prediction accuracy (%) 97.0 97.4 98.9* 97.1 98.5 96.3 96.8 62.8 96.3 97.7 96.3
TPR (%) 97.0 97.4 98.9 97.1 98.5 96.3 96.8 62.8 96.3 97.7 96.3
FPR (%) 4.6 3.9 1.1 4.0 1.9 4.8 4.9 62.8 2.7 2.5 2.7
Precision (%) 97.1 97.4 98.9 97.2 98.5 96.3 96.9 39.5 96.4 97.7 96.4
Recall (%) 97.0 97.4 98.9 97.1 98.5 96.3 96.8 62.8 96.3 97.7 96.3

Table 10   Experimental exploration of 11 machine learning techniques on dataset D8: Kuala Terengganu 
across 10 observing time-step, from w = 1 to w = 10

*Indicates the best classification result

Performance comparisons of (1) J48 decision tree, (2) random forest, (3) 
Elman network, (4) decision stump, (5) logistic model trees, (6) random tree, 
(7) reptree, (8) hidden Markov model, (9) hoeffding tree, (10) support vector 
machines, and (11) naïve Bayes on dataset D8: Kuala Terengganu

1 2 3 4 5 6 7 8 9 10 11

Best window size, w 1 1 1 1 1 2 1 1 1 1 1
Prediction accuracy (%) 98.7 99.4* 98.5 97.5 98.7 98.5 98.1 53.4 96.6 98.3 96.5
TPR (%) 98.7 99.4 98.5 97.5 98.7 98.5 98.1 53.4 96.6 98.3 96.5
FPR (%) 1.2 0.5 1.5 2.4 1.2 1.3 2.0 53.4 2.9 1.6 3.0
Precision (%) 98.7 99.4 98.5 97.5 98.7 98.5 98.1 28.6 96.8 98.3 96.7
Recall (%) 98.7 99.4 98.5 97.5 98.7 98.5 98.1 53.4 96.6 98.3 96.5
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7 � Conclusion

In this paper, we have proposed a solution for the next day API forecasting in Malay-
sia. The proposed solution ensures the sensitive population can plan their activities 
to avoid possible sudden changes in the air pollutant concentrations. To the best of 
our knowledge, this is the first future day forecasting system based on the hourly 
API readings in Malaysia. Extensive experimental results on public datasets veri-
fied the viability of our solution for the next day prediction. As future work, we 
plan to study the correlation between air pollution forecasts and other environmental 
forecasts. Such a study will allow the local health authorities to make informed deci-
sions on mitigation measures to reduce public exposure risk in heavily polluted hot 
spots.

Table 11   Experimental exploration of 11 machine learning techniques on dataset D9: Kuching across 10 
observing time-step, from w = 1 to w = 10

*Indicates the best classification result

Performance comparisons of (1) J48 decision tree, (2) random forest, (3) 
Elman network, (4) decision stump, (5) logistic model trees, (6) random tree, 
(7) reptree, (8) hidden Markov model, (9) hoeffding tree, (10) support vector 
machines, and (11) naïve Bayes on dataset D9: Kuching

1 2 3 4 5 6 7 8 9 10 11

Best window size, w 2 2 1 1 2 1 4 1 1 1 1
Prediction accuracy (%) 98.4 98.8* 97.6 96.8 97.8 97.6 97.5 72.7 90.3 97.3 90.3
TPR (%) 98.4 98.8 97.6 96.8 97.8 97.6 97.5 72.7 90.3 97.3 90.3
FPR (%) 2.6 2.2 2.2 3.2 2.8 3.1 3.5 72.7 4.1 2.8 3.6
Precision (%) 98.2 98.7 97.5 96.7 97.8 97.7 97.4 52.9 92.5 97.3 92.7
Recall (%) 98.4 98.8 97.6 96.8 97.8 97.6 97.5 72.7 90.3 97.3 90.3

Table 12   Experimental exploration of 11 machine learning techniques on dataset D10: Kota Kinabalu 
across 10 observing time-step, from w = 1 to w = 10

*Indicates the best classification result

Performance comparisons of (1) J48 decision tree, (2) random forest, (3) 
Elman network, (4) decision stump, (5) logistic model trees, (6) random tree, 
(7) reptree, (8) hidden Markov model, (9) hoeffding tree, (10) support vector 
machines, and (11) naïve Bayes on dataset D10: Kota Kinabalu

1 2 3 4 5 6 7 8 9 10 11

Best window size, w 1 1 1 2 2 1 1 1 2 1 1
Prediction accuracy (%) 97.5 98.2 95.3 95.5 98.8* 97.8 97.3 73.5 93.6 97.1 92.9
TPR (%) 97.5 98.2 95.3 95.5 98.8 97.8 97.3 73.5 93.6 97.1 92.9
FPR (%) 5.0 3.3 3.0 4.6 1.2 4.1 5.3 73.5 3.0 2.1 3.3
Precision (%) 97.4 98.1 95.6 95.6 98.7 97.7 97.2 54.1 94.6 97.1 94.0
Recall (%) 97.5 98.2 95.3 95.5 98.8 97.8 97.3 73.5 93.6 97.1 92.9
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