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Abstract—Satellite edge computing (SEC) has emerged as a
promising technology to deliver network services to remote
users. Coupled with software-defined networking (SDN) and net-
work function virtualization (NFV), SEC can provide flexibility,
agility, and efficiency when allocating computing and storage
resources. However, there still remain a number of technical
challenges in terms of fairness and efficiency of the allocation
of physical resources in service provisioning, especially in a
satellite network with limited resources and dynamic traffic de-
mands. In this paper, we investigate a dynamic virtual network
function (VNF) mapping and scheduling in an SDN/NFV-enabled
SEC environment to maximize the fairness between competing
services in terms of the E2E delay safe margin to enhance the
service acceptance rates in the network. We mathematically
formulate the VNF mapping and scheduling problem as a
nonlinear integer optimization problem, which is NP-hard. In
order to effectively solve the problem, this paper proposes
a two-stage heuristic dynamic VNF mapping and scheduling
algorithm: i ) the path selection algorithm returns all possible
paths for a given service request with multiple VNFs, which
are sorted in ascending order based on their E2E service delay
and executed offline, and i i ) the dynamic VNF mapping and
scheduling algorithm performs online dynamic remapping and
rescheduling of VNFs. Finally, numerical results are provided to
demonstrate that the proposed algorithm offers a higher service
acceptance rate, computing resource utilization efficiency, and
higher fairness compared to a benchmark scheme.

I. INTRODUCTION

The advent of satellites equipped with micro-servers
opens up new opportunities and architectures to provide
ubiquitous computing with low latency and global coverage
[1], [2]. The in-orbit computing environment lends itself to
satellite edge computing (SEC) [3], which reduces latency
by harnessing the computing power of nearby satellite
nodes. At SEC, satellite nodes act as edge computing devices
to process data such as audio or video multimedia pro-
cessing to reduce service delays and minimize bandwidth
costs of uplink/downlink connections. Combining SEC with
software-defined networking (SDN) [4] and network func-
tion virtualization (VNF) [5] concepts offers a promising
paradigm shift for agile and efficient management and
orchestration of services via satellites. In this configuration,
network functions can be directly deployed in satellites to
form the whole network or a part of it with a specific
goal, e.g., to reduce the service delay. Due to the pro-
grammable nature of network management in SDN/NFV-
enabled satellite networks, network functions are deployed

in an automated manner, improving the flexibility and
agility of network service management and orchestration.

In an SDN/NFV-enabled SEC network architecture, ser-
vice requests are treated as service function chains (SFC)
and processed as specific sequences of VNFs hosted on the
SEC nodes. SFC provisioning consists of three steps: VNF
node mapping, VNF link mapping, and VNF scheduling [6].
In the VNF node mapping step, VNF instances are placed
on an appropriate SEC node for processing. In contrast,
in the VNF link mapping, an appropriate physical link is
selected to connect two consecutive VNFs (i.e., virtual link
that connects two consecutive VNFs) for the SFC request.
VNF scheduling determines the appropriate time slot to
execute the requested VNF.

Many studies emphasize the deployment of SFCs in
satellite-terrestrial integrated networks (STNs) [6]–[13]. Ex-
cept [6], [12], existing works have focused on VNF mapping
without considering the VNF scheduling. The authors in
[6] proposed a meta-heuristic algorithm to support online
VNF mapping and scheduling. However, they focused on
static scenarios without readjusting current scheduling and
mapping strategies which may reduce service acceptance
rates, especially in high service demands. The authors in
[12] presented a method for dynamic scheduling and map-
ping VNFs to meet the demands of newly arriving service
requests. However, none of the existing work considers fair-
ness in terms of the delay margin between services, which is
defined as the safe margin of E2E delay to reach the upper
bound of the delay requirement for the service. The existing
works perform VNF mapping and scheduling sequentially
in a service-by-service approach. The VNF mapping and
scheduling of a service request must be completed before
another service can be mapped and scheduled, resulting in
their inefficient use of the VNF node and link resources.

To address these challenges, in this paper we propose
dynamic VNF mapping and scheduling in an SDN/NFV-
enabled SEC environment to maximize E2E delay margin
fairness among competing services. Moreover, our proposed
solution performs VNF mapping and scheduling at the VNF
level of existing services instead of the service-by-service
approach. The following are our main contributions:

• We present VNF mapping and scheduling of services
in an SDN/NFV-enabled SEC network environment to
meet dynamic traffic demands with limited resources.
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Figure 1: SDN/NFV-enabled SEC network architecture.

• We formulate the VNF mapping and scheduling prob-
lem as a nonlinear integer programming (NLIP) prob-
lem that maximizes the fairness between competing
services in terms of the E2E delay margin.

• We propose a two-stage dynamic SFC mapping and
scheduling algorithm to solve the NLIP problem.

• We perform extensive simulations to evaluate the per-
formance of our algorithm by setting the appropriate
topology and system parameters that show the effec-
tiveness of the proposed solution.

II. SYSTEM MODEL

We consider a general SDN/NFV-enabled SEC network
architecture as shown in Figure 1. The network consists
of SEC satellite nodes equipped with edge servers in the
non-geostationary orbit (NGSO). The SEC nodes have two
distinct purposes: processing VNFs and acting as an SDN
switch for forwarding SFC traffic from one node to another
over the wireless links. In this paper, we assume an SDN
controller is placed on one of the SEC nodes and logically
centralized to manage the network and orchestrate VNF
mapping and scheduling tasks. We assume the well-known
+Grid connectivity model [14] as the base topology, where
each satellite is connected to two adjacent satellites in the
same orbit and two satellites in adjacent orbits (see Figure.
1), using inter-satellite links (ISLs). We also assume that the
sources of services (i.e., SFC requests) such as instant mes-
saging and VoIP are remote users that do not have terrestrial
network access. In addition, the users communicate directly
with the satellites e.g., satellites 1 and 2 via up/downlinks.

A. Substrate Network
In this subsection, we discuss the physical substrate net-

work model to analyze our system model shown in Figure.
1. We model the physical SDN/NFV-enabled SEC network
topology as a graph G = (V ,E), where V denotes the SEC
nodes and E denotes the ISLs between the SEC nodes as
well as the ground-satellite wireless links between users and

neighboring SEC nodes. We assume that there are |V | SEC
nodes in the network, denoted by V = {v1, v2, .., vk , ..., v|V |},
where each of them is capable of processing the VNFs and
storing the forwarding table for routing the SFC traffic.
Therefore, a given SEC node vk ∈ V is represented by its
own processing capacity (CPU) and buffer size, denoted
as Ck and βk , respectively. Moreover, a link connecting
nodes vh and vk is represented as eh,k ∈ E and has its own
attributes such as bandwidth capacity and transmission
latency, denoted as bh,k and dh,k respectively.

In the adopted architecture, the topology of the satellite
network is time-dependent, meaning that the availabil-
ity of links varies with time. Fortunately, the mobility of
the NGSO satellites is periodic and predictable [15]. We,
therefore, analyze the SDN/NFV-enabled SEC network by
dividing the topology into different periodic time windows
or snapshots in which the network topology is static. For
example, we assume that time is discretized into time slots
T = {t1, t2, ..., tn , ..., tN }, where T is the satellite’s recurrence
period, and that the topology of a network is periodic at
time T . We therefore define link availability as γh,k (tn)
between nodes vh and vk at a snapshot tn as follows

γh,k (tn) =
{

1, if eh,k ∈ E is available at tn ;

0, Otherwise.
(1)

B. SFC Request Model

Let SR(tn) be the set of active SFC requests at the
snapshot tn in the network and SRi (tn) is the i th ser-
vice request at the snapshot represented as SRi (tn) =
〈sr c, V F i , d st , Ci , βi , Bi , Di 〉. The sr c and d st are the
sources and destination nodes where the service SRi begins
and ends respectively. fi , j ∈ V Fi is the j−VNF type of the
i th service request. We assume that ci , j ∈ Ci and βi , j ∈ βi

represent the CPU and buffer size required to process the
VNF fi , j . Bi and Di are the minimum E2E bandwidth and
the maximum E2E delay tolerated by the service request
SRi , respectively. The node mapping decision of fi , j onto
node vk at snapshot tn is a binary variable defined:

X i , j
k (tn) =

{
1, fi , j is mapped onto node vk at tn ;

0, Otherwise.
(2)

The decision on mapping the virtual link between VNFs fi , j

and its preceding VNF represented by fi , j−1 to the physical
link between nodes vh and vk at snapshot, tn is defined as:

Y i , j
h,k (tn) =

{
1, if link ( fi , j−1 − fi , j ) is mapped to eh,k ;

0, Otherwise.
(3)

In the VNF scheduling decision, we assume in this work
that an SEC node can host multiple VNFs running on
virtual machines (VMs) or containers simultaneously so
that the node can run numerous VNFs in parallel. We
also assume that VMs/containers within each satellite node
run VNFs that are uniquely different from those in other
VMs/containers within the same satellite node. Therefore,
concurrent requests for the same VNF type in a particular
VM or container are assigned a priority for scheduling VNFs.
In addition, an efficient VNF scheduling scheme is required



when the resources on a node are not sufficient to process
the requested VNF. We assume that Z i ,g

j ,k (tn) is a binary
variable indicating the scheduling decision on the j−VNF
type of service i (i.e., fi , j ) and the j VNF type of service g
(i.e., fg , j ) at node vk and can be defined as follows.

Z i ,g
j ,k (tn) =

{
1, if fi , j waits till fg , j finishes at vk ; ∀vk ∈V

0, Otherwise.
(4)

C. End-to-End (E2E) Service Delay Model

In this work, the E2E service delay consists of the sum
of three basic delay components: 1) propagation, 2) pro-
cessing and 3) waiting delays. Therefore, we formulated the
propagation delay of link eh,k at snapshot tn as dh,k (tn) and
it depends on the distance between the nodes vh and vk .
Moreover, the processing delay of a VNF fi , j on node vk

is denoted as ℓ
i , j
k . The waiting delay is a cumulative VNF

scheduling delay that specifies how long VNFs of service
wait at nodes before being processed. Let Ai , j

k be the arrival
time of the VNF fi , j . The VNF fi , j total waiting time at node

vk is denoted by τ
i , j
k (tn) and can be calculated as:

τ
i , j
k (tn) = ∑

g=∈SR(tn )

(
ℓ

g , j
k −

(
Ai , j

k − Ag , j
k

))
ϱ

i ,g
j ,k Z i ,g

j ,k (tn)

+ ∑
g∈SR(tn )

(
ℓ

i , j
k −

(
Ag , j

k − Ai , j
k

))
ϱ

g ,i
j ,k Z g ,i

j ,k (tn), ∀vk ∈V . (5)

Here ϱ
i ,g
j ,k is a binary variable indicating whether the VNF

fi , j arrives at node vk while processing the VNF fg , j .

ϱ
i ,g
j ,k =

{
1 if Ai , j

k − Ag , j
k ≤ ℓg , j

k , ∀vk ∈V

0, Otherwise.
(6)

Therefore, for the service request SRi at a snapshot tn , the
total E2E delay is calculated as:

di (tn) =
|V Fi |∑

j=1,eh,k∈E
Y i , j

h,k (tn)dh,k (tn)

+
|V Fi |∑
j=1

|V |∑
k=1

X i , j
k (tn)

(
ℓ

i , j
k +τi , j

k (tn)
)
. (7)

Remark. In general, propagation delay dominates service
delay compared to waiting and processing delay. However,
the waiting and processing delays can become comparable
to the magnitude of the propagation delay when multiple
VNFs are mapped on a limited number of nodes.

III. DYNAMIC VNF MAPPING AND SCHEDULING

We assume that SFC requests arrive randomly with spe-
cific requirements. In this work, we aim to optimize the dy-
namic VNF mapping and scheduling strategy to maximize
the delay margin fairness among competing services.

A. Problem Formulation

We define the decision variables X (tn), Y (tn), and Z (tn),
which specify the VNF node mapping, link mapping, and
scheduling at a given snapshot tn , respectively. The objec-
tive function is to maximize the delay margin of the service
with a minimum delay margin among the service requests

to improve the fairness between the competing services,
and is defined using Max-Min fairness as follows:

Φi (tn)≜
Di

di (tn)
(8a)

max
X (tn ),Y (tn ),Z (tn )

min
i

{
Φi (tn)

}
(8b)

s.t. X i , j
k (tn) ∈ {0,1}, ∀ fi , j ∈ SRi , ∀vk ∈V (8c)

Y i , j
h,k (tn) ∈ {0,1}, ∀ fi , j ∈ SRi , ∀eh,k ∈ E (8d)

Z i ,g
j ,k (tn) ∈ {0,1}, ∀ fi , j ∈ SRi , fg , j ∈ SRg , ∀vk ∈V (8e)∑

vk∈V
X i , j

k (tn) = 1, ∀ fi , j ∈ SRi (8f)

|SR(tn )|∑
i=1

|V Fi |∑
j=1

X i , j
k (tn)ci , j ≤Ck , ∀vk ∈V (8g)

|SR(tn )|∑
i=1

|V Fi |∑
j=1

X i , j
k (tn)βi , j ≤βk , ∀vk ∈V (8h)∑

eh,k∈E
Y i , j

h,k (tn)γh,k (tn) ≥ 1, ∀ fi , j ∈ SRi (8i)

|SR(tn )|∑
i=1

|V Fi |∑
j=1

Y i , j
h,k (tn)Biγh,k (tn) ≤ bh,k (tn), ∀eh,k (8j)

Z i ,g
j ,k (tn)+Z g ,i

j ,k (tn) ≤ 1,∀ fi , j ∈ SRi , fg , j ∈ SRg ,∀vk . (8k)

Where Φi (tn) shown in Equation (8a) is the safe delay
margin of the service request SRi . The objective function
depicted in Equation (8b) is to maximize the delay margin
of service with minimum delay margin. Constraints (8c),
(8d), and (8e) indicate binary decision variables. Constraint
(8f) states that each service’s VNF is processed by exactly
one node. Furthermore, constraints defined in (8g) and (8h)
specify that a VNF can only be mapped to a node with
sufficient storage and processing capacity. Constraint (8i)
explains that each virtual link can be mapped to multiple
physical links. Constraint (8j) guarantees that a virtual link
can only be mapped onto links with sufficient bandwidth
for VNFs to transmit. Finally, the VNF scheduling constraint
given in (8k) specifies that no more than one VNF of the
same type can be processed simultaneously at one node
We classify constraints that must be met for successful SFC
implementation into two categories, namely VNF mapping
constraints and VNF scheduling constraints. Constraints
(8f)-(8j) and (8k) are imposed to ensure the successful VNF
mapping and VNF scheduling, respectively.

Note that (8) is a nonlinear integer programming (NLIP)
problem with integer decision variables X i , j

k (tn), Y i , j
h,k (tn),

and Z i ,g
j ,k (tn). The VNF mapping and scheduling problems

are NP-hard problems that are not solved in polynomial
time. Heuristic algorithms are commonly used to solve
these problems [9]–[11], [16]–[18]. Accordingly, we also
propose a heuristic algorithm to solve the problem.

B. The Proposed Algorithm for Dynamic VNF Mapping and
Scheduling

In this subsection, we discuss the dynamic VNF mapping
and scheduling algorithm proposed to solve the NLIP prob-



lem, which consists of two steps: 1) path selection algorithm
and 2) dynamic VNF mapping and scheduling algorithm.

1) Path Selection Algorithm
The SDN controller has a complete view of the satellite

network topology. Furthermore, we assume that the ser-
vice type the SEC network provides is known. Thus, the
controller can compute all possible paths offline for all
service types that can be delivered by the network. The
path selection algorithm provides the sets of sorted paths
based on the E2E delay of the service request, SRi at a
snapshot, tn denoted as Pi (tn). The shortest path in the set
Pi (tn) that satisfies the conditions listed in (8c)-(8i) is taken
as initial mapping and scheduling strategy of service SRi .

Algorithm 1 DYNAMIC VNF MAPPING AND SCHEDULING

Input: SFC request and SRi , ∀i at snapshot tn
Output: π (i.e. Global VNF mapping and scheduling strategy)

1: Extract all VNF components of SRi as VNFi ;
2: πi ← Initialize VNF mapping and scheduling strategy for SRi ;
3: for each VNF components of service SRi , fi , j ∈ VNFi do
4: for each node, k ∈V in the selected path do
5: A

i , j
k ← compute arrival time of fi , j at node vk ;

6: end for
7: end for
8: for each SRg ∈ SR(tn ) and g ̸= i do
9: for each node, vk ∈V part of the selected path do

10: τ
i , j
k ← waiting time of fi , j at node vk using (5);

11: τ
g , j
k ← waiting time of fg , j at node vk using (5);

12: end for
13: while stopConditionisNotMet() do
14: Compute E2E delay, d i using (7);
15: Compute E2E delay, d g using (7);
16: Compute the delay margin, φ(tn ) using (8a) for all SR(tn );
17: if min(φ(tn )) ≥ φpr ev and d g ≤ Dg then
18: φpr ev ← min(φ(tn ));
19: πi ← {

Xi (tn ),Yi (tn ), Zi (tn )
}
: Update the VNF mapping

and scheduling for SRi ;
20: πg ← {

Xg (tn ),Yg (tn ), Zg (tn )
}
: Update the VNF mapping

and scheduling for SRg ;
21: end if
22: Exclude the current and select next best path in Pi (tn ) ;
23: Perform VNF mapping and scheduling on the path;
24: end while
25: end for
26: return π← {

π1, · · · ,π|SR(tn )|
}

2) Dynamic VNF Mapping and Scheduling Algorithm
Algorithm 1 describes the details of the online dynamic

VNF mapping and scheduling algorithm. When a new
service request SRi arrives at an SEC node at a given
snapshot tn , the proposed algorithm implemented in the
SDN controller first extracts the VNF components of the
service as shown in line 1. Then, the service VNF mapping
and scheduling strategy of SRi denoted by πi

1 is initialized
by selecting the shortest path from Pi (tn) using the path
selection algorithm that satisfies the constraints described at

1πi ≜
{

Xi (tn ),Yi (tn ), Zi (tn )
}

indicates the VNF node, link mapping and
scheduling strategy of service SRi at snapshot tn .

in (8c) - (8i) as shown in line 2. The VNF arrival time2 is cal-
culated for all the VNF components of the services as shown
in lines 3− 6. Next, each selected node must be checked
for conflicts of interest. A conflict of interest occurs when
VNF requests arrive at a node that does not have enough
resources to execute them simultaneously. With an efficient
VNF scheduling scheme, the SFC request can be processed
on the node while ensuring their requirements are met. To
this end, the waiting time for the VNF components of all
services SR(tn) in the network is calculated according to a
first-come-first-served (FCFS) scheme, where the VNF that
arrives first at the specified node is processed before the
one that arrives later, as shown in lines 8− 12. The VNF
waiting time is introduced to mitigate conflicts of interest
at the VNF level by applying the FCFS scheme regardless
of the arrival time of services. Therefore, the waiting time
is imposed on all services actively available in the network;
since our algorithm handles scheduling at the VNF level
and not at the service level. In other words, the proposed
VNF scheduling is done in parallel for all services available
in the network based on the arrival time of the VNFs, rather
than scheduling sequentially for each service when a new
service request arrives at the network. As shown in line 10,
the waiting time is calculated for the current request and
another competing service that shares the same node with
the newly arriving service, SRi as shown in line 11.

Next, the E2E service delay of the current service request
SRi (i.e., d i ), the concurrent service SRg (i.e., d g ), and
the delay margin vector, φ(tn) which consists of all active
services in the network, SR(tn) using (8a) as shown in lines
14, 15, and 16 respectively, are computed. The E2E service
of each service in the network is checked if they do not
violate the delay demand requirements. In addition, since
our goal is to maximize the objective function defined in the
objective 8b, the algorithm checks if the current minimum
delay margin (i.e., min(φ(tn)) is larger than the previous
value, (i.e., φpr e ) as shown in line 17. When all service
delays demands are satisfied and if the minimum delay
margin of the current value is greater than the previous
value, the VNF mapping and scheduling strategies πi and
πg of the current service request SRi and the competing
service SRg , respectively, are updated as shown in lines 19
and 20.

Since the goal is to find the VNF mapping and scheduling
strategy that maximizes the E2E delay margin fairness of
services, the best strategy with a maximum of the minimum
service delay margin is searched until the stop condition
(i.e., stopConditionisNotMet()) is satisfied by selecting next
shortest path from Pi (tn) and performing the corresponding
VNF mapping and scheduling, as shown in lines 22 and 23
at every iteration. Iteration stops when: 1) the number of
iterations exceeds the maximum, 2) the objective function
value (i.e., min(φ(tn))) remains unchanged for certain it-

2VNF arrival time is defined as the time at which a VNF requests a
corresponding node for processing.



erations, or 3) there is no candidate path in Pi (tn) that
satisfies the constraints. Finally, it updates the global VNF
mapping and scheduling strategy, π3 with the maximum of
the minimum service delay margin. A service gets rejected
when there is no available path among the candidate paths
in Pi (tn) that satisfies the constraints. The proposed algo-
rithm depicted in Algorithm 1 computational complexity is
defined as O

(
Itr · |V | · |SR(tn |2

)
. Where |V | and |SR(tn)| are

the total number of SEC nodes and competing services at
snapshot, tn in the network respectively. Furthermore, Itr

represents the maximum number of iterations to find the
optimum solution. As a result, the time complexity of the
proposed algorithm is a polynomial function of the network
size and service requests which is computationally efficient.

IV. PERFORMANCE EVALUATION

A. Simulation Settings
In our simulations, we use a satellite network with a

constellation of K = 9 MEO satellites with 3 orbital planes
arranged in a +Grid network topology, where each orbital
plane has 3 satellites as shown in Figure. 1. We use the
M/M/1 queuing model to model the interarrival time
between SFC requests. The source and destination of the
service are randomly selected from users on the ground.
The source user and the target user can be the same, which
means that users can request a service and get the service
back. The other simulation parameters and values used are
summarized in Table I.

Table I: Simulation Parameters

Parameters Value
Number of SEC (K) 9
Service Arrival Rate(λ) [0.05−0.20/ms] [12]
Processing delay of SEC node [5−10] ms [12]
ISL propagation delay [20−40] ms [13]
Uplink/downlink propagation delay [29−43] ms [19]
Maximum tolerable E2E service delay [150−200] ms
Number of VNFs per an SFC request [3−5] [13]
Number of VNFs per an SEC node [1−5] [13]
Processing capacity of an SEC node 96 vCPUs [10]
Storage capacity of an SEC node 112 GB [10]
Processing units required by a VNF [2−4] vCPU [10]
Storage units required by a VNF [4−8] GB [10]
capacity of physical ISL 1 Gbps [10]
capacity of physical uplink/downlink 1 Gbps [10]
capacity required by a virtual link [10−20] Mbps [10]

B. Benchmark Schemes
We consider TS_MAPSCH [12] as a benchmark scheme

for performance evaluation. TS_MAPSCH completes VNF
mapping and scheduling of service requests on a service-
by-service basis, where VNF mapping and scheduling of
one service must be completed before another service
can begin. TS_MAPSCH completes the VNF mapping and
scheduling strategy by selecting a VNF node with the ear-
liest node to execute the requested VNF among candidate
nodes, sequentially for all VNF components of the service.

3π ≜
{
πi , · · · ,π|SR(tn )|

}

Moreover, the remapping and rescheduling are triggered
only when the E2E service delay demand is violated.

C. Results and Discussion
1) Service Acceptance Rate

The service acceptance rate is defined as the ratio be-
tween the total number of SFC requests that satisfy the
E2E service delay request and the total number of SFC
requests. As shown in Figure. 2a, the proposed solution
has a higher service acceptance rate compared to the
benchmark (i.e. TS_MAPSCH). At a service rate of λ= 0.05, we
observe a 3% gap between the proposed algorithm and the
benchmark one. This even goes higher when the service rate
is high (e.g. at λ = 0.2 a gap of 10%). There are two main
reasons for this performance improvement. i) Unlike the
benchmark, our proposed algorithm considers the fairness
of the delay margin between competing services, which
increases the acceptance rate by balancing the delay margin
between service requests as described in subsection IV-C2.
ii) Efficient resource utilization in our proposed algorithm.
In fact, our proposed solution performs the VNF mapping
and scheduling at the VNF level, which schedules the VNFs
of the existing services in the network taking into account
the waiting time while deploying the current service request
subsection IV-C3. In contrast, the benchmark algorithm
performs the VNF mapping and scheduling of services
sequentially in a service-by-service approach.

As satellite networks are resource constrained, the ac-
ceptance rate of services decreases when the arrival rate
increases. In contrast to the benchmark, our solution strives
to balance the service delay margin between competing
requests to accept more services even at a higher arrival
rate. Due to this, the proposed solution outperforms the
benchmark sufficiently at higher service arrival rates.

2) E2E Service Delay Margin Fairness
Fairness is described in terms of service delay margin

(i.e., Φi (tn)) and defined using Jain’s index [20] normalized
with their corresponding delay demand, Di so that each
request has the same weight as outlined below.

J =
(∑|SR(tn )|

i=1 Φi (tn)
)2

∣∣SR(tn)
∣∣∑|SR(tn )|

i=1 Φ2
i (tn)

(9)

As shown in Figure. 2b, the proposed algorithm outperforms
TS_MAPSCH for all service arrival rates. Thus, the proposed
solution outperforms the benchmark algorithm by about
a 9% and 3% fairness gap for of λ = 0.05 and λ = 0.2,
respectively. This is because, unlike the benchmark algo-
rithm, the proposed solution jointly maximizes the delay
margin of all competing services, leading to a balanced
margin between them. As expected, fairness is inversely
proportional to the arrival rate of the services. This is
because, with more service requests and limited resources,
the degree of freedom for fairness decreases.

3) Average Computing Resource Used Per Service
The computing resource used per service is defined

as the total amount of computing resources (i.e., CPUs)
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Figure 2: Performance evaluation and comparison.

required for processing the VNF components to complete
a corresponding service request. As shown in Figure. 2c,
the proposed algorithm uses fewer computing resources
(i.e., virtual CPUs (vCPUs)) than TS_MAPSCH. As previously
explained, the proposed solution utilizes resources more
efficiently, resulting in fewer VNF nodes and links. With
the VNF-level mapping and scheduling strategy (i.e., fine-
grained) instead of the service-by-service scheme, the pro-
posed algorithm ensures better resource utilization than the
benchmark, which consumes fewer vCPUs.

V. CONCLUSION

In this paper, we have presented a new dynamic VNF
mapping and scheduling solution in an SDN/NFV-enabled
SEC network. We formulated the dynamic VNF mapping
and scheduling problem as NLIP with limited satellite
resources. We propose a two-stage heuristic algorithm to
maximize the fairness between competing services in terms
of the E2E delay safe margin. The first stage is a path
selection algorithm for VNF mapping and scheduling initial-
ization, which is carried out offline. In addition, the second
stage includes dynamic online VNF mapping and schedul-
ing that enables dynamic remapping and rescheduling. The
simulation results show that the proposed algorithm has
a higher service acceptance rate, more fairness, and uses
fewer vCPUs than the benchmark algorithm. In future work,
we plan to investigate SFC routing in SEC networks with
time-varying topology.
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